Mathematical equivalence between time-dependent single-rate and multirate mass transfer models
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Abstract The often observed tailing of tracer breakthrough curves is caused by a multitude of mass transfer processes taking place over multiple scales. Yet, in some cases, it is convenient to fit a transport model with a single-rate mass transfer coefficient that lumps all the non-Fickian observed behavior. Since mass transfer processes take place at all characteristic times, the single-rate mass transfer coefficient derived from measurements in the laboratory or in the field vary with time \( \omega(t) \). The literature review and tracer experiments compiled by Haggerty et al. (2004) from a number of sites worldwide suggest that the characteristic mass transfer rate, which is proportional to \( \omega(t)^{-1} \), scales as a power law of the advective and experiment duration. This paper studies the mathematical equivalence between the multirate mass transfer model (MRMT) and a time-dependent single-rate mass transfer model (t-SRMT). In doing this, we provide new insights into the previously observed scale-dependence of mass transfer coefficients. The memory function, \( g(t) \), which is the most salient feature of the MRMT model, determines the influence of the past values of concentrations on its present state. We found that the t-SRMT model can also be expressed by means of a memory function \( \phi(t, t') \). In this case, though the memory function is nonstationary, meaning that in general it cannot be written as \( \phi(t - t') \). Nevertheless, the full behavior of the concentrations using a single time-dependent rate \( \omega(t) \) is approximately analogous to that of the MRMT model provided that the equality \( \omega(t) = -\ln g(t)/t \) holds and the field capacity is properly chosen. This relationship suggests that when the memory function is a power law, \( g(t) \sim t^{-\beta} \), the equivalent mass transfer coefficients scales as \( \omega(t) \sim t^{-\beta} \), nicely fitting without calibration the estimated mass transfer coefficients compiled by Haggerty et al. (2004).

1. Introduction

Solute transport in porous media is often characterized by a combination of mass transfer processes occurring on a multiplicity of space and time scales. The significance and diversity of these processes have been recognized already for a long time [e.g., van Genuchten and Wierenga, 1976; Neretnieks, 1980; Rao et al., 1980, 1982] due to its important effect on solute transport observed in laboratory and field studies. The most significant outcome of this multiplicity of scales is the widely found result that the advection-dispersion equation (ADE) can seldom be used to model reported laboratory and field data [e.g., Scheidegger, 1959; Hoehn et al., 1998; Harvey and Gorelick, 2000; Levy and Berkowitz, 2003; Curtis and Berkowitz, 2004; Fernández-Garcia et al., 2005; Gouze et al., 2008; Castro-Alcalá et al., 2011; Pedretti et al., 2013].

At the small scale, experimental findings show that, for example, the sorption/desorption mechanism is often limited by the diffusive transport within the fluid phase of the intraparticle pores of the sediment grains [e.g., Ball and Roberts, 1991; Pignetelli and Xing, 1996; Luthy et al., 1997; Rügner et al., 1999], thus characterized by the spatially variable distribution of pore sizes and shapes. This situation is extended when looking at the intermediate scale. Various authors [e.g., Guswa and Freyberg, 2002; Zinn and Harvey, 2003; Liu et al., 2004; Willmann et al., 2008; Fernández-Garcia et al., 2009] have demonstrated that solute transport through heterogenous aquifers with connected high-conductivity pathways and/or lenses of low-conductivity material is often better upscaled using an advection-dispersion mass transfer model. It is now widely accepted that anomalous (as opposed to Fickian) transport is more the rule rather than the exception. Observed deviations include the scale-dependence of dispersivity as well as the directional and time-dependence of apparent porosity [e.g., Dagan, 1989; Gelhar, 1993; Carrera, 1993; Sanchez-Vila and Carrera, 1997; Rubin, 2003; Tartakovskys and Neuman, 2008, and references included therein]. But, arguably the most salient feature of non-Fickian transport is tailing [Carrera, 1993], defined as the asymmetric shape of
breakthrough curves (BTCs) in log-log plot, which cannot be reproduced by the homogeneous medium ADE. Field BTCs typically display a sharp rising limb but decay slowly at late time. Most importantly, the decay limb often displays a power law behavior [Farrell and Reinhard, 1994; Hadermann and Heer, 1996; Werth et al., 1997]. A proper description of this late time behavior is important not only for practical reasons, i.e., time for clean-up below a threshold [e.g., de Barros et al., 2013], but also because the apparent ubiquity of power-law decay suggests that it is linked to physical processes [Haggerty et al., 2000; Shapiro, 2001; Mejia and Beauchamp, 2001; Cortis and Berkowitz, 2004].

The increasing interest in non-Fickian transport has produced a huge amount of literature, including different competing models of transport in porous media that could properly represent field observations [e.g., Carrera et al., 1998; Benson et al., 2000; Berkowitz et al., 2006]. Among them, the multirate mass transfer (MRMT) model [Haggerty and Gorelick, 1995] is frequently employed. In essence, this model considers that the medium can be represented by an overlapping mobile and immobile continua. The latter is characterized by a distribution of immobile zones that exchange solute mass with the mobile zone with exchange mass fluxes that are proportional to concentration gradients (variable in space and time). This model has been successfully applied to interpret anomalous transport [Carrera et al., 1998; McKenna et al., 2001; Haggerty et al., 2004; Sanchez-Vila and Carrera, 2004; Willmann et al., 2008; Fernández-García et al., 2009] and can easily address reactive transport [Donado et al., 2009; Willmann et al., 2010; Martinez-Landa et al., 2012].

Unfortunately, mass transfer processes complicate solute transport simulations and, therefore, many of the studies performed up to now, consider only a simple first-order mass transfer model [e.g., van Genuchten and Wierenga, 1976; Harvey and Gorelick, 2000; Riva et al., 2008; Guan et al., 2008]. This is, from a mathematical and numerical point of view, a very convenient approach. Yet, it does not represent correctly the underlying physical process in many cases (presence of multiple mass transfer rates). A first-order mass transfer coefficient can be intuitively seen as an upscaled value, variable in time, that properly accounts for the total mass being transferred from the mobile to the suite of immobile zones at any given time. As a result, fitted mass transfer coefficients are scale-dependent. Haggerty et al. [2004] reviewed a large number (316) of field and laboratory tests and reinterpreted them by fitting a single-rate mass transfer coefficient (termed \( \omega \)) in the following: the outcome was that such apparent coefficients scaled with time or travel distance as \( \omega \propto \tau^{-1} \).

In this paper, we aimed at analyzing the conditions for which a time-dependent single-rate mass transfer model can effectively represent the behavior of a multirate mass transfer model. The objective is to provide an understanding of the coefficient as an upscaled parameter. For this purpose, the paper first presents the single-rate mass transfer model with a mass transfer coefficient that is variable in time (termed t-SRMT model). Then, the condition for the equivalence of this model with a general MRMT model with constant (in time) parameters is explored in terms of the equivalence of the corresponding memory functions. Examples for common MRMT models are then presented. Finally it is shown that the t-SRMT adjusts properly to the scaling in the \( \omega \) parameter observed and proposed by Haggerty et al. [2004].

2. Mathematical Models

2.1. The Multirate Mass Transfer Model (MRMT)

The multirate model describes mass transfer between a mobile domain and any number of immobile domains. Mass transfer between the former and any one of the latter is characterized by a coefficient \( R_m z^{-1} \). The model is fully characterized by the porosity density function of the immobile zones, defined by \( \phi_m (z) \). The advection-dispersion equation for the MRMT model can be written as [Haggerty and Gorelick, 1995],

\[
R_m \phi_m \frac{\partial c_m}{\partial t} + \int_0^\infty R_m (z) \phi_m (z) \frac{\partial c_m (z)}{\partial z} \, dz = \nabla \cdot (\phi_m D \nabla c_m) - \nabla \cdot (q c_m),
\]

where \( c_m [M/L^3] \) is the aqueous concentration in the mobile domain, \( c_m (z)[M/L^3] \) is the aqueous concentration in the \( z \)-immobile domain, \( D [L^2/T] \) is the hydrodynamic dispersion tensor, \( q [L/T] \) is the groundwater flux, \( R_m [-] \) and \( R_m (z)[-] \) are, respectively, the retardation factors in the mobile and the \( z \)-immobile domain, and \( \phi_m [-] \) is the porosity of the mobile domain. The total immobile porosity \( \phi_m^{tot} [-] \) represents...
the ratio of total volume of stagnant water to the total volume of the system. It can be determined by the
sum of all individual immobile porosities, \( \phi_m(x) \frac{[\text{z}]}{[\text{z}]} \)
\[
\phi^\text{tot}_m = \int_0^\infty \phi_m(x) \, dx. 
\]
(2)

The mass transfer equations needed to close the system are given as
\[
\frac{\partial c_m(x)}{\partial t} = a(c_m^2 - c_m(x)), \quad \forall x, 
\]
(3)

where \( a \) is a lumped mass transfer coefficient that includes the effects of diffusion, sorption, and other mass
transfer processes. The solution to the coupled system of equations provided by (1) and (3) involves the def-
inition of initial and boundary conditions. The former are particularly relevant for the analysis of the mem-
ory functions presented later on.

2.2. The Time-Dependent Single-Rate Mass Transfer Model (t-SRMT)
The time-dependent mass transfer model describes mass transfer between a mobile domain and only one
immobile domain. Yet, the model accounts for the different mass transfer processes taking place over vari-
ous scales by employing a (single) mass transfer coefficient that evolves with time \( \omega(t) \). The driving equa-
tions for the t-SRMT model can be written as follows
\[
\begin{align*}
\mathcal{R}_m \partial c_m & = \partial \cdot (\theta_m \nabla c_m) - \partial \cdot (q_m), \\
\mathcal{R}_m \partial c_m & = \omega(t)(c_m - c_m),
\end{align*}
\]
(4)
(5)

where \( c_m \frac{[\text{M}/\text{L}^3]}{[\text{M}/\text{L}^3]} \) is the aqueous concentration in the immobile domain, and \( \omega(t) \frac{[\text{T}]^{-1}}{[\text{T}]^{-1}} \) is the time-
dependent mass transfer coefficient. Here \( c_m \) provides some representative value characterizing the ensem-
ble of immobile domains. Correspondingly, \( \omega(t) \) can be seen as an effective transfer coefficient that at any
time provides information about the total mass being transferred between the mobile and the ensemble of
immobile domains. The use of different notation to represent retardation factors and porosities in (4) and
(5) is necessary to avoid confusion when considering the equivalence of parameters from the two formulations are sought.
The objective of this paper is to analyze the equivalence between the two models. Nevertheless, it is impor-
tant to highlight some fundamental phenomenological differences between them. The MRMT model rep-
resents multiple mass transfer processes that occur simultaneously in a porous medium. This includes
different spatially distributed regions formed among others by stagnant water, clay layers and pods, intra-
particles pores and fractures. In this model, mass transfer in each region is characterized by a constant-in-
time mass transfer rate, which typically represents steady state diffusion in a thin region. Instead, the t-
SRMT model describes “free” diffusion in a thick region where mass transfer changes over time to describe
nonstationary diffusion conditions. The fact that most diffusion problems will fall between these two cate-
gories suggests that the combination of these two models provides the most adequate conceptual model.
To explore the implications of such differences is beyond the scope of the present paper but we expect
that these differences may be important to reactive transport simulations.

3. Development of Memory Functions
3.1. The Memory Function for the MRMT Model
The memory functions associated with both models can be derived by direct integration of the correspond-
ing mass transfer equations. Let us first focus on the MRMT model. By integrating (3), the following equation
for the concentration of each individual immobile zone is obtained
\[
c_m(x) = \int_0^t \mathcal{R}_m(t) e^{-\alpha(t - \tau)} \, d\tau + e^{-\alpha t} c^0_m(x),
\]
(6)

where \( c^0_m(x) \) is the initial immobile concentration corresponding to the \( x \)-immobile zone. The total concen-
tration in the immobile zone is obtained by integration in \( x \).
where

\[ R_{im}^{\text{tot}} = \int_0^\infty R_m(x) \phi_m(x) dx, \]  

(7)

and

\[ R_{im}^{\text{tot}} = \int_0^\infty R_m(x) \phi_m(x) dx. \]  

(8)

At this stage, it is convenient to define \( p(x) \) as the probability density function of mass transfer rates

\[ p(x) = \frac{R_m(x)}{R_{im}^{\text{tot}}}, \]  

(9)

so that the total averaged concentration is the expected value of the immobile concentrations

\[ c_{im}^{\text{tot}} = \int_0^\infty p(x) c_m(x) dx. \]  

(10)

Substituting (6) into (10) we obtain

\[ c_{im}^{\text{tot}} = \int_0^\infty g(t-\tau)c_m(\tau) d\tau + \int_0^\infty p(x)e^{-\int_0^t c_{im}^0(\tau) d\tau} dx, \]  

(11)

where \( g(t) \) is the memory function \([\text{Carrera et al., 1998}]\) defined as

\[ g(t) = \int_0^\infty 2\pi p(x)e^{-\int_0^t c_{im}^0(\tau) d\tau} dx. \]  

(12)

Thus, as time evolves, the memory function emphasizes the different past values of the concentrations with respect to time, thus rendering temporal memory to the traditional local-in-time ADE.

3.2. The Memory Function for the t-SRMT Model

In the case of the t-SRMT model, by integrating the mass transfer equation (5), the concentration in the immobile zone (recall there is only one) is obtained by using the method of variation of parameters to solve for \( R_m(x) \) with a suitable choice of \( \phi_m(x) \), which yields

\[ c_m = \int_0^\infty \omega(\tau)c_m(\tau) \exp \left\{ -\int_0^\tau \omega(\tau^{'}) d\tau^{'}, \right\} d\tau + \exp \left\{ -\int_0^\tau \omega(\tau) d\tau \right\} c_{im}^0, \]  

(13)

which can be conveniently rewritten by defining an alternative expression for a memory function

\[ \varphi(t, \tau) = \omega(\tau) \exp \left\{ -\int_0^\tau \omega(\tau^{'}) d\tau^{'}, \right\}, \]  

(14)

so that the final expression for the immobile concentration becomes

\[ c_{im} = \int_0^\infty \varphi(t, \tau)c_m(\tau) d\tau + \exp \left\{ -\int_0^\tau \omega(\tau) d\tau \right\} c_{im}^0. \]  

(15)

Regardless of the initial condition in the immobile zone, we see that the memory function of the t-SRMT model is fundamentally different from that of the MRMT. The t-SRMT model inherits a nonstationary memory function (14) that evolves with time; i.e., for any given time, the influence of the past mobile concentration values is different. Instead, the memory function of the MRMT model only depends on the lag time between the present time and the past concentration time. In mathematical words, the first term in the right-hand side of (11) is a convolution integral, which is not the case in (15). As analyzed in Appendix A, the only particular case when these two integrals could be identical is the trivial case of constant \( \omega \), which is equivalent to assuming that \( p(x) \) is characterized by a Dirac-delta function \( p(x) = \delta(x-\omega) \).

4. Late-Time Behavior of BTCs

In order to obtain the late-time behavior of breakthrough curves (BTCs) for both mass transfer models and examine their similarities we follow the procedure of Haggerty et al. [2000]. Assuming that the
concentrations are initially null in all domains, i.e., \( c_{m0}^0 = 0, c_{im0}(x) = 0, \forall x \), and considering an instantaneous injection of a mass \( m_0 \) taking place at \( t = 0 \) only in the mobile domain (that is to say that, initially, solute mass preferentially enters into the porous medium through high permeability areas),

\[
c_m = m_0 \delta(t),
\]

the solution of the corresponding system of coupled transport equations to this particular problem is equivalent to examining the late-time behavior of the BTCs when the controlling process is back diffusion, i.e., this portion of the solution is fully dominated by the mass transfer from the immobile zones to the mobile one. This is equivalent to saying that the elapsed time (since injection) is larger than the characteristic advective time, but smaller than the largest characteristic mass transfer time (corresponding to the smallest \( a \) values).

This situation implies for example that the mobile concentration has been washed out, and the driving processes are advection and back-diffusion, while dispersion in the mobile zone is insignificant and can be neglected (see a lucid discussion in Haggerty et al. [2000] for the relevance of the different processes at these large times). Assuming that the parameters are spatially constant and considering that there are no sources and sinks, the governing equation for both models written in one dimension (along the streamline \( s \)) is,

\[
-q \frac{\partial c_m}{\partial s} = \frac{R_{m} \phi_m}{R_{tot} \phi_m} \frac{\partial c_{tot m}}{\partial t},
\]

and integrating

\[
c_m(s=L, t) = - L \int_0^t \left[ \frac{R_{tot m} \phi_m}{R_{m} \phi_m} \frac{\partial c_{tot m}}{\partial t} \right] ds,
\]

\[
c_m(s=L, t) = - L \int_0^t \left[ \frac{R_{im} h_{im}}{R_{m} h_{m}} \frac{\partial c_{im}}{\partial t} \right] ds,
\]

Knowing that the advective times can be defined, respectively, as

\[
\begin{align*}
\tau_a &= \int_0^t \frac{R_{tot m} \phi_m}{R_{m} \phi_m} ds, \quad (21) \\
\tau_x &= \int_0^t \frac{R_{im} h_{im}}{R_{m} h_{m}} ds. \quad (22)
\end{align*}
\]

and assuming that \( \partial c_{m}/\partial t \) and \( \partial c_{m}^{tot}/\partial t \) slightly vary in space, it is possible to write compact expressions for the concentrations in the mobile zone at late times for each of the mass transfer models

\[
c_m(s=L, t) = - \tau_a \frac{\partial c_{tot m}}{\partial t} f_a,
\]

\[
c_m(s=L, t) = - \tau_x \frac{\partial c_{im}}{\partial t} f_x,
\]

where \( f_a \) and \( f_x \) are the field capacity coefficients associated with the MRMT model and t-SRMT model, respectively,

\[
\begin{align*}
f_a &= \frac{g_{im} \phi_m}{R_{m} \phi_m}, \quad (25) \\
f_x &= \frac{R_{im} h_{im}}{R_{m} h_{m}}. \quad (26)
\end{align*}
\]

In both cases, the resulting expressions are directly equivalent to that presented in equation (7) in Haggerty et al. [2000].

In order to find a closed-form solution for the late-time behavior of concentrations, we require an approximate solution of the immobile concentration \( c_{im} \) defined, respectively, in (11) and (15), so that we can evaluate the time derivatives. Knowing that \( c_m \) dies out as time increases, the two integrals depend strongly on
the initial mobile concentrations. Based on this, approximate solution of the immobile concentrations for late times can be obtained by considering $c_m = m_0 \delta(t)$. In such a case,

$$c_{m,im} = g(t)m_0,$$  \hspace{1cm} (27)

$$c_m = \varphi(t,0)m_0,$$  \hspace{1cm} (28)

and the late-time solution of mobile concentrations can be approximated as

$$c_m(s=L,t) = -m_0 \tau_x \frac{dg(t)}{dt},$$  \hspace{1cm} (29)

$$c_m(s=L,t) = -m_0 \tau_x \frac{\partial \varphi(t,0)}{\partial t},$$  \hspace{1cm} (30)

5. Analogy Between Mass Transfer Models

5.1. The General Expression

Here, we explore the relationship between the memory function of the MRMT model and the equivalent mass transfer coefficient $\omega(t)$ associated with the t-SRMT model for late-time concentrations. In order for both models to have the same solution, the following condition needs to be fulfilled, which stems from equating (29) with (30),

$$\tau_x \int \frac{dg(t)}{dt} dt = \tau_m \int \frac{\partial \varphi(t,0)}{\partial t} dt.$$  \hspace{1cm} (31)

This identity would hold if $\omega$ and $g$ are related by the following expression,

$$\omega(t) = -d \ln g(t) dt,$$  \hspace{1cm} (32)

so that equation (32) can be rewritten as

$$\tau_x \int \frac{dg(t)}{dt} dt = \tau_m \int \frac{\partial \varphi(t,0)}{\partial t} dt g(0) \frac{dg(t)}{dt}.$$  \hspace{1cm} (33)

Assuming that both models have the same mobile porosity ($\phi_m = \phi_m$) and retardation factor, so that $\tau_x = \tau_m$,

$$f_m = \chi f_s,$$  \hspace{1cm} (34)

where $\chi$ is the scaling factor defined as

$$\chi = \frac{g(0)}{\omega(0)}.$$  \hspace{1cm} (35)

An expression similar to (32) was obtained by [Ginn, 2009] for a fully desorption problem.

Different MRMT models can be found in the literature. Such models are defined in terms of the memory function or the corresponding probability density function of mass transfer rates $p(\alpha)$ defined in (9). Among them, we can distinguish continuous and discrete models depending on the nature of the random variable $\alpha$. The general formulation provided by equations (32) and (35) are now particularized for two common MRMT models, i.e., the discrete multirate model and the continuous truncated power law model. In the next sections, expressions will still be written in dimensional form. However, some figures will be presented using the following dimensionless variables to improve understanding,

$$\chi' = \frac{x}{L},$$  \hspace{1cm} (36)

$$Pe = \frac{Lq}{\phi_m D}.$$  \hspace{1cm} (37)
where $t_0$ is a dimensionless time equivalent to the number of pore volumes flushed in a soil column of length $L$, and $Pe$ is the Peclet number.

5.2. The Discrete Multirate Model

Multiple rate models imply that the immobile sites can be characterized by many distinct rates, each one describing a different mass transfer process taking place simultaneously inside the porous media. This representation allows to include various mass transfer processes occurring over a wide range of scales (heterogeneity) and renders versatility to the model by simply choosing appropriate rate distributions. The probability density function of rate coefficients is written as

$$p(a) = \sum_j P_j \delta(a - a_j),$$

(41)

where $P_j$ is the probability of occurrence of the $j$th mass transfer rate so that

$$\sum_j P_j = 1.$$  

(42)

As a consequence, from (12) and (32), the memory function $g(t)$ and the corresponding $\omega(t)$ function are expressed as

$$g(t) = \sum_j P_j \delta(t - \tau_j),$$

(43)

$$\omega(t) = \frac{\sum_j P_j \delta^2(t - \tau_j)}{\sum_j P_j \delta(t - \tau_j)}.$$  

(44)

Figure 1. Time-dependence of the mass transfer coefficient needed to transform the $t$-SRMT model into the double MRMT model with parameters $P_1 = P_2 = 1/2$, $a_1 = 0.0001$, $a_2 = 1$, and the triple MRMT model with parameters $P_1 = P_2 = P_3 = 1/3$, $a_1 = 0.0001$, $a_2 = 0.0001$, and $a_3 = 1$.

Figure 2. Time-dependence of the mass transfer coefficient needed to transform the $t$-SRMT model into the MRMT model for a truncated power law distribution of mass transfer rates with parameters $a_{min} = 0.0001$ and $a_{max} = 1$. 

As a consequence, from (12) and (32), the memory function $g(t)$ and the corresponding $\omega(t)$ function are expressed as

$$g(t) = \sum_j P_j \delta(t - \tau_j),$$

(43)

$$\omega(t) = \frac{\sum_j P_j \delta^2(t - \tau_j)}{\sum_j P_j \delta(t - \tau_j)}.$$  

(44)

Typically, the late-time behavior in BTCs can be approximated by a small number of mass transfer coefficients [Zhang et al., 2007]. In this context, the simple double rate model has been shown to capture a large portion of the BTCs in heterogeneous porous media [Fernández-García et al., 2009;...
Li et al., 2011]. Figure 1 shows the time-dependence of the effective single-rate mass transfer coefficient needed to transform the t-SRMT model into the double and triple MRMT model. The double rate model is described by two distinct rate coefficients, \( a_1 \) and \( a_2 \), where \( a_2 \gg a_1 \), and we have that \( \omega(t) \rightarrow a_2 \) for short times and \( \omega(t) \rightarrow a_1 \) for very large times, with a monotonous transition in between. Similar behavior is observed for models with a larger number of mass transfer coefficients (an example of three rates is also provided in the figure).

In order to emulate the MRMT model with a time-dependent single-rate mass transfer coefficient, the scaling factor of the t-SRMT derived from (35) must be

\[
\chi = \sum_j \frac{\rho_i a_j^2}{\sum_j \rho_j a_j^2}.
\]

(45)

From the previous expression, it can be observed that the t-SRMT model will always inherit a smaller field capacity coefficient as compared to the corresponding MRMT model. If both models have the same field capacity coefficient with \( x_5 = 2 \) and \( k = 1 \), i.e., the resulting BTCs of the t-SRMT and MRMT model will show the same power law behavior but with different magnitude, or in other words, the t-SRMT will show larger concentration values. An obvious trivial case is the single-rate mass transfer model with the parameter constant in time. In such a case, from (44) and (45), it is found that \( \omega = x \) and \( \chi = 1 \) satisfy the conditions imposed for the equivalence of the two formulations.

5.3. The Truncated Power Law Model

The often observed power law behavior in BTCs at late times has favored the use of the truncated power-law memory function in the interpretation of field, laboratory, and numerical observations [e.g., Haggerty et al., 2000; Fernández-Garcia et al., 2009; Pedretti et al., 2013]. In this case, the probability density function of mass transfer rates is

Figure 3. Comparison of the t-SRMT solution with the MRMT solution and the late-time approximation for a truncated power law distribution of mass transfer rates with parameters \( x_0 = 1, Pe = 100, k = 1, x_{\text{max}} = 0.0001, x_{\text{min}} = 1 \).

Figure 4. Comparison of the t-SRMT solution with the MRMT solution and the late-time approximation for a truncated power law distribution of mass transfer rates with parameters \( x_0 = 1, Pe = 100, k = 2, x_{\text{max}} = 0.0001, x_{\text{min}} = 1 \).
This effect is visualized in Figure 2, where the concentration exhibits a power law behavior with an exponent equal to \( \frac{1}{2} \). Also, when \( a_{\text{min}} \leq x \leq a_{\text{max}} \) and \( \lambda(x) \) is a function of \( x \) and \( k \), the corresponding mobile concentration exhibits a power law behavior with an exponent equal to \( k \), i.e., \( \alpha_m \sim t^{-k} \).

The final result is that \( \omega \) decreases as \( 1/t \) for a range of times (the actual range depends on the \( k \) value). This effect is visualized in Figure 2, where \( \omega \) is presented as a function of time for power law models with different \( k \) values. Furthermore, the scaling factor derived from (35) is a function of \( k \) given by

\[
p(x) = A_1(k) I(x)x^{k-3}, k > 0.
\]

where \( I(x) \) is an indicator function that is equal to one when \( x_{\text{min}} \leq x \leq x_{\text{max}} \) and zero otherwise, and \( \lambda(x) \) is a constant value that normalizes the probability density function to integrate to unity,

\[
\lambda(x) = \left\{
\begin{array}{ll}
(k-2)/(x_{\text{max}}-x_{\text{min}}^2) & \text{if } k \neq 2 \\
1/(x_{\text{max}}/x_{\text{min}}) & \text{if } k = 2
\end{array}
\right.
\]

The corresponding memory function is given by

\[
g(t) = A_1(k) \int_{x_{\text{min}}}^{x_{\text{max}}} x^{k-2} \exp(-xt) dx.
\]

which can be written as

\[
g(t) = \begin{cases} 
A_1(k) I_{x_{\text{max}}}^{x_{\text{min}}} x^{k-2} \exp(-xt) dx & \text{if } t > 0 \\
\frac{A_1(k)}{A_1(k+1)} & \text{if } t = 0
\end{cases}
\]

The corresponding \( \omega(t) \) function associated with the t-SRMT model, defined from (32), is better computed here as

\[
\omega(t) = \frac{1}{g(t)} \frac{dg(t)}{dt},
\]

The derivative of the memory function can be written as

\[
\frac{dg(t)}{dt} = -A_1(k) \int_{x_{\text{min}}}^{x_{\text{max}}} x^{k-1} \exp(-xt) dx,
\]

or alternatively

\[
\frac{dg(t)}{dt} = \begin{cases} 
-A_1(k) A_2(k, t) t^{-k} & \text{if } t > 0 \\
-A_1(k) / A_1(k+2) & \text{if } t = 0
\end{cases}
\]

Substituting (49) and (53) into (51), we obtain

\[
\omega(t) = \begin{cases} 
A_2(k, t) / A_2(k-1, t) t^{-k} & \text{if } t > 0 \\
A_1(k+1) / A_1(k+2) & \text{if } t = 0
\end{cases}
\]

In the limit, when \( t \to \infty \), we obtain that \( \omega \to \alpha_{\text{max}} \). Also, when \( x_{\text{max}} t \ll 1 \) and \( x_{\text{min}} t \approx 1 \) the function \( A_2(k, t) \) becomes almost constant with time and equal to \( A_2(k, t) \approx \Gamma(k, 1) - \Gamma(k, 0) = e^{-t} \). Under these conditions, the memory function at late times is approximated as \( g \sim t^{-k} \), and the corresponding mobile concentration exhibits a power law behavior with an exponent equal to \( k \), i.e., \( \alpha_m \sim t^{-k} \).
Table 2. Final Terms of Truncated Multirate Series [After Haggerty and Gorelick, 1995]

<table>
<thead>
<tr>
<th>Diffusion Geometry</th>
<th>$x_N$</th>
<th>$p_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layered diffusion</td>
<td>$3\left[ T(2j-1)^2\pi^2 \right]^{N-1}$</td>
<td>$1 - \sum_{j=1}^{N-1} \frac{8}{j^2\pi^2}$</td>
</tr>
<tr>
<td>Cylindrical diffusion</td>
<td>$8\left[ j^2\pi^2 \right]^{N-1}$</td>
<td>$1 - \sum_{j=1}^{N-1} \frac{6}{j^2\pi^2}$</td>
</tr>
<tr>
<td>Spherical diffusion</td>
<td>$15\pi^2\times10^{-1}$</td>
<td>$1 - \sum_{j=1}^{N-1} \frac{6}{j^2\pi^2}$</td>
</tr>
</tbody>
</table>

We further compared the normalized BTC obtained with a MRMT model characterized by a power law memory function to the corresponding ESRMT model solution given by (54) with the inclusion of the scaling factor $\chi$ provided by (55) for two particular cases of $k=1$ (Figure 3) and $k=2$ (Figure 4). Most importantly, these results demonstrate that despite the fact that the memory function of the t-SRMT model is nonstationary and the equivalence between the two models is, in principle, only valid at late times, the t-SRMT model can fully simulate the entire shape of the BTC for a wide range of $k$ values with a very good approximation. Given that a Dirac-input is properly simulated with the t-SRMT model, the principle of superposition suggests that general input conditions can also be simulated with the same approach.

Table 3. Density Functions $p(z)$ and Corresponding Memory Functions $g(t)$, Effective Time-Dependent Mass Transfer Coefficients $\omega(t)$, and Scaling Factors $\chi$.

<table>
<thead>
<tr>
<th>Model</th>
<th>$p(z)$</th>
<th>$g(t)$</th>
<th>$\omega(t)$</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>$p(z) = \int_0^\infty p(z)e^{-\eta}d\eta$</td>
<td>$\int_0^\infty z^\eta p(z)e^{-\eta}d\eta$</td>
<td>$\int_0^\infty z^{n-1}p(z)e^{-\eta}d\eta$</td>
<td>$\int_0^\infty z^{n-1}p(z)e^{-\eta}d\eta$</td>
</tr>
<tr>
<td>Discrete multirate$^a$</td>
<td>$\sum_j p_j z^{-j}$</td>
<td>$\sum_j p_j z^{-j}$</td>
<td>$\sum_j p_j z^{-j}$</td>
<td>$\sum_j p_j z^{-j}$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\frac{1}{\Gamma(\eta)}z^{\eta-1}e^{-\eta}$</td>
<td>$\Gamma(\eta + 1)e^{-\eta}$</td>
<td>$\frac{\eta + 1}{\eta + \eta}$</td>
<td>$\frac{\eta + 1}{\eta + \eta}$</td>
</tr>
<tr>
<td>Power law$^b$</td>
<td>$A_1(k)A_2(k-1)z^{-k}$</td>
<td>$A_1(k)A_2(k-1)z^{-k}$</td>
<td>$\frac{A_1(k)A_2(k-1)}{A_1(k-1)A_2(k)}$</td>
<td>$\frac{A_1(k)A_2(k-1)}{A_1(k-1)A_2(k)}$</td>
</tr>
<tr>
<td>Lognormal$^c$</td>
<td>$\frac{1}{\sqrt{2\pi}z}\exp\left(-\frac{z^2}{2\sigma^2}\right)$</td>
<td>$-F(t)$</td>
<td>$\frac{F(t)}{F(t)}$</td>
<td>$\frac{2^nz^2e^{-z^2}}{\sigma^2}$</td>
</tr>
</tbody>
</table>

$^a$The discrete multirate model includes the limited diffusion models (cylindrical, layer, spherical) described in section 5.4. Parameters to be used to transform the discrete MRMT into diffusion models are given in Tables 1 and 2.

$^b$Functions $A_1$, $A_2$, and $I$ are defined in section 5.3. Expressions only valid for $k > 0$ and $\eta > 0$.

$^c$The memory function of the lognormal distribution cannot be derived analytically. It is written here in terms of an approximate expression of the Laplace transform of the memory function, denoted as $F(t)$, given in section 5.4.
the different geometries are shown in Tables 1 and 2. Modeling these processes usually requires a relatively large number (N > 50) of mass transfer rates. Also, a summary of widely used memory functions and corresponding \( \omega(t) \) functions and scaling factors \( \chi \) are listed in Table 3. As an example, we present the corresponding \( \omega(t) \) function derived for a discrete model so as to reproduce spherical diffusion. Here, \( D_0 = D_a L / a R_m = a^2 q \), where \( D_a \) is the apparent pore diffusion coefficient (ratio of the effective pore diffusion coefficient to the immobile zone retardation), and \( a \) is the radius of the sphere. It is found that \( \omega(t) \) decreases as \( \frac{1}{t} \) for a range of times (see Figure 5), until the behavior brakes to become constant for large times (t' \( D' \approx 0.1 \)). Both the time where behavior changes and the final asymptotic value depend on \( D' \). Similar results are known in the literature of mass transfer. For instance, considering a purely diffusive problem (no advection), [Rao et al., 1980] showed that the effective single-rate mass transfer coefficient determined to approximate diffusion into an individual sphere decreases with the experimental duration until the characteristic time approaches \( a^2 / 15D_p \), where \( a \) is the radius of the sphere and \( D_p \) is the pore diffusivity.

Other continuous models such as the gamma and the lognormal distribution have also been employed in the literature [e.g., Haggerty et al., 2000; Lawrence et al., 2002]. Results are also listed in Table 3. All of them exhibit a \( \omega(t) \) function that decreases with \( \frac{1}{t} \) at late times. Here, we note that the memory function of the lognormal distribution cannot be derived analytically. Nevertheless, noticing that the memory function relates to the Laplace transform of the probability distribution of first-order mass transfer rates by

\[
g(t) = \frac{d}{dt} L \{ p(x) \} (t) = -\frac{d}{dt} F(t),
\]

a closed form approximation can be obtained via a modified version of the classic asymptotic Laplace’s method [Asmussen et al., 2013]. Based on this, the inverse Laplace transform of a lognormal distribution can be estimated as,

\[
F(t) = L \{ p(x) \} (t) = \frac{1}{\sqrt{1 + W(te^\sigma^2)}} \exp \left( -\frac{W^2(te^\sigma^2) + 2W(te^\sigma^2)}{2\sigma^2} \right),
\]

where \( W(\cdot) \) is the Lambert \( W \) function which is defined as the solution of the equation \( W(x)e^{W(x)} = x \).

Figure 6 provides the value of the scaling factor \( \chi \) for the power law model and also for some of the models already presented before, as a function of the parameters defining the different models. We see that the t-SRMT model will always inherit a smaller field capacity coefficient relative to the corresponding MRMT model.

6. Comparison With Experimental Results

Haggerty et al. [2004] compiled a number of tracer experiments were mass transfer was the process controlling solute transport. They presented a review of reported experimental duration (\( t_{exp} \)) versus the fitted mass transfer coefficients from experiments performed in the field or in the laboratory (columns of different lengths).
Remarkably, Haggerty et al. [2004] found a linear correlation between \( \tau_{\text{exp}} \) and the characteristic residence time in the immobile domain \( \tau_a \). The corresponding correlation is given by \( \log \tau_a = 0.94 \log \tau_{\text{exp}} - 0.84 \), with an \( r^2 = 0.61 \). The linear fit was performed with data coming from 271 experiments.

The aforementioned review included studies employing both single-rate mass transfer and diffusive mass transfer as a modeling method. Here, we focus only on those results obtained by curve-fitting the experimental BTCs with a constant single-rate mass transfer model, essentially described by

\[
\frac{\partial c_{\text{im}}}{\partial t} = \omega (c_m - c_{\text{im}}).
\]  

(58)

Contrary to the t-SRMT model, the parameter \( \frac{\partial c_{\text{im}}}{\partial t} \) does not evolve with time. It can be seen as an equivalent or apparent single-rate mass transfer coefficient. This parameter is somewhat related, but not equal, to our effective time-dependent mass transfer coefficient \( \omega(t) \). By comparing the memory function associated to (58), written as \( g(t) = \omega \exp(-\omega t) \), with the memory function of the t-SRMT model \( u(t,0) \) given by evaluating (14) at \( \tau = 0 \), the following relationship between \( \omega \) and \( \omega(t) \) can be determined,

\[
\omega(t_{\text{exp}}) = \frac{1}{t_{\text{exp}}} \int_0^{t_{\text{exp}}} \omega(\tau) d\tau.
\]  

(59)

Substituting (51) in (59), this expression is written in terms of the memory function by

\[
\omega(t_{\text{exp}}) = -\frac{1}{t_{\text{exp}}} \ln \left( \frac{g(t_{\text{exp}})}{g(0)} \right).
\]  

(60)

By noticing that \( \omega(t_{\text{exp}}) \) is directly related to \( \tau_a^{-1} \), we redrew the data reported by Haggerty et al. [2004] by plotting \( \omega \) versus \( t_{\text{exp}} \) in log–log space. From Figure 7, a linear relationship with a slope of \(-1\) seems to properly fit the data. This behavior is very close to the one already presented for the generalized power law model. It could be written as a power law expression, finally resulting in \( \omega = 10 \tau_{\text{exp}}^{-1} \). In the same plot, the \( \omega \) values obtained using a power law model with \( k = 1.5, k = 2, \) and \( k = 2.5 \) (from equation (54)) is also displayed. A nice general fit is obtained without calibration. Notice that the t-SRMT solution is the same regardless of the \( k \) value adopted.

Recalling that most t-SRMT models (e.g., diffusion, power law, and gamma) predict a power-law behavior of first-order mass transfer rates with \( \omega \sim t^{-1} \), it seems unlikely that one can distinguish the type of mass transfer model associated with the data set. From a different perspective, this can also be the reason why such a nice correlation was observed while including so many different experiments.
7. Conclusions

The MRMT model has been shown to correctly reproduce field observations of solute transport in porous media at different scales. Yet, in some cases a different model involving a single-rate mass transfer coefficient has been used for convenience. When this happens, the corresponding coefficient seems to display a temporal dependence.

We show the conditions under which the two models (MRMT and t-SRMT) can be considered mathematically equivalent. The MRMT model is fully characterized by a memory function which incorporates information from all previous times through a convolution integral in time, thus becoming stationary in time. The t-SRMT model is also fully characterized by a memory function, but in this case it is nonstationary. Despite this fundamental difference, the two models can be found approximately equivalent provided that the equality \( x(t) = \frac{d \ln \omega(t)}{dt} \) holds and the field capacity coefficient is properly chosen (by introducing an appropriate scaling factor \( \gamma \)). In such a case, the effective single-rate mass transfer coefficient is temporally variable and can be directly derived from the MRMT memory function.

This single-rate temporally variable coefficient displays a shape that is clearly related to the model chosen for the distribution of immobile sites. Most of the models analyzed lead to an upscaled \( \omega \) decreasing linearly with time which agrees with the observations compiled by Haggerty et al. [2004] in a number of different sites worldwide.

Appendix A: On the Equivalence of Memory Functions

We analyze here the conditions under which the first integral in the right-hand side of (15) can be written as a convolution integral. A necessary condition of a function \( f(t, \tau) \) to be written exclusively in terms of \( (t - \tau) \) is that it verifies that

\[
\frac{\partial f}{\partial t} = - \frac{\partial f}{\partial \tau}.
\]

(A1)

Now we seek under which conditions equation (A1) holds, using function \( \ln \phi(t, \tau) \). It is found that

\[
\frac{\partial \ln \phi}{\partial t} = - \omega(t),
\]

\[
- \frac{\partial \ln \phi}{\partial \tau} = - \omega(\tau) - \frac{\partial}{\partial \tau} \ln \omega(\tau).
\]

(A3)

The necessary condition for equation (A1) to hold is therefore that \( \omega \) is a constant value.
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