
October 26, 2008 12:59 WSPC/130-JCA ”Guasch Codina JCA preprint 2008”

Journal of Computational Acoustics
c© IMACS

COMPUTATIONAL AEROACOUSTICS OF VISCOUS LOW SPEED

FLOWS USING SUBGRID SCALE FINITE ELEMENT METHODS

ORIOL GUASCH

GTAM - Grup de Recerca en Tecnologies Audiovisuals i Multimedia
Enginyeria i Arquitectura La Salle, Universitat Ramon Llull,
C/ Quatre Camins 2, Barcelona 08022, Catalonia (Spain)

oguasch@salle.url.edu
http://www.salle.url.edu/∼oguasch

RAMON CODINA

UPC, Universitat Politècnica de Catalunya
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A methodology to perform computational aeroacoustics of viscous low speed flows in the framework
of stabilized finite element methods is presented. A three-step procedure is followed that makes use of
Lighthill’s acoustic analogy. In the first step, the incompressible Navier-Stokes equations are solved
to obtain the flow velocity field. In the second step, the acoustic source term is computed from this
velocity field and then Fourier transformed to the frequency domain. Finally, the acoustic pressure
field is obtained by solving the Fourier transform of Lighthill’s acoustic analogy. All equations in
the formulation are solved using subgrid scale stabilized finite element methods. The main ideas of
the subgrid scale numerical strategy are outlined and its benefits when compared to the Galerkin
approach are described. As numerical examples, the aerodynamic noise generated by flow past a
two dimensional cylinder and by flow past two cylinders in parallel arrangement are addressed.
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1. Introduction

Aeroacoustics is concerned with noise generated by unsteady and/or turbulent flows and

also by their interaction with solid boundaries. This type of noise is commonly known as

aerodynamic noise. In contrast to classical acoustics, forces and motions inside the flow

are the sources of noise rather than the externally applied ones. On the other hand, com-

putational aeroacoustics (CAA) is a relatively recent computational field aiming at the

simulation and prediction of aerodynamically generated noise. In this paper, a methodol-

ogy is presented to compute aerodynamic noise generated by viscous subsonic flows in the

framework of stabilized finite element methods. The herein proposed strategy was used in

a previous work by the authors1 to illustrate the performance of a stabilized finite element

1
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method for the convected Helmholtz equation, when applied to aeroacoustics. However, the

CAA strategy was only briefly commented there, so in this paper we aim at complementing

our previous work by exposing the CAA approach in full detail.

Central to aeroacoustics is the pioneering work of Lighthill who introduced the concept of

acoustic analogy. Lighthill2 established an analogy between the compressible Navier-Stokes

equations and the sound radiated by a distribution of quadrupole sources in a quiescent

media, for the case of unbounded flows. The analogy has the expression
(
∂2

tt − c2
0∇

2
)
(ρ − ρ0) = (∇⊗∇) : T, (1)

where ρ′ := ρ− ρ0 denotes the density fluctuations, c0 is the sound speed, ∂t stands for the

partial time derivative, ⊗ is the tensor product and T is the so called Lighthill tensor given

by

T := ρ (u ⊗ u) +
[
(p − p0) − c2

0 (p − p0)
]
I− σ. (2)

In Eq. (2), u represents the velocity vector, p′ := p− p0 is the pressure fluctuation, I is the

identity tensor and σ is the Cauchy stress tensor. Traditionally, Eq. (1) has been solved

assuming a known value for T (actually for an approximation to it) and convolving it with

the acoustic free space Green function.

To account for the presence of boundaries while keeping use of the free space Green

function, other analogies were derived that included new source terms of monopolar and

dipolar character in the r.h.s (right hand side) of Eq. (1). Such type of analogies were first

obtained by Curle3 for the case of non-moving rigid boundaries and later generalized in the

well-known Ffowcs-Williams Hawkings equation4,5,6). On the other hand, further analogies

for better taking into account interaction effects between the aerodynamic source field and

the acoustic one can be derived. Some well-known analogies are those of Lilley, Phillips,

Ribner and Legendre (see e.g., Ref. 7 for a review). Analogies that emphasize the role of

vorticity in the aerodynamic noise generation process have been also developed8,9,10 and it

should be mentioned that the development of new acoustic analogies is still a subject of

current research11.

In this paper, however, we will concentrate on solving the time Fourier transform of the

original Lighthill acoustic analogy, given by Eq. (1), and we will make use of the Reynolds

tensor to approximate Lighthill’s tensor. That is, in the case of high Reynolds number prob-

lems with uniform mean density and low Mach number, Lighthill’s tensor can be replaced

by the Reynolds tensor

T ≈ ρ0 (u ⊗ u) , (3)

where u stands now for the velocity vector of the flow that is assumed to be incompressible,

i.e. ∇ · u = 0. This approximation, already proposed by Lighthill, is by no means evident

and its range of validity was justified by Crow12 using the method of Matched Asymptotic

Expansions. More recently, Ristorcelli13 performed a two-time perturbation analysis of the

problem and proposed a compressibility correction to the Reynold’s tensor only involving

the solenoidal flow velocity and pressure (see also the related work in Ref. 14).
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In order to solve the inhomogeneous Helmholtz equation that results from the time

Fourier transform of Eq. (1), together with the approximation in Eq. (3), a methodology is

proposed that can be conceptually divided in three steps. In the first step a computational

fluid dynamic (CFD) simulation of the incompressible Navier-Stokes is performed to obtain

the flow velocity field. In the second step the source term in the r.h.s of Eq. (1) i.e., the double

divergence of the Reynolds tensor, is computed and time Fourier transformed. Finally, in

the third step the result is inserted in the inhomogeneous Helmholtz equation corresponding

to the time Fourier transform of Eq. (1) and solved to obtain the acoustic pressure field.

This procedure avoids some of the problems found when using the standard Green functions

approach such as evaluating the source term at appropriate retarded times. It also accounts

for the presence of boundaries in a natural way and allows a direct visualization of the

acoustic source term.

The differential equations in the first and third steps of the method have been solved

using subgrid scale stabilized finite element methods. For the incompressible Navier-Stokes

equations, a stabilization method recently developed by the second author and co-workers

has been implemented15,16,17,18. The method accounts for the time variation of the sub-

grid scales and may be a possible numerical alternative to LES (Large Eddy Simulation)

approaches for turbulent flows19,20. In what concerns the Helmholtz equation, an alge-

braic subgrid scale finite element method has been used, which is formally equivalent to

the Galerkin Least-Squares method21,22. As mentioned, its generalization to the convected

Helmholtz equation was introduced in Ref. 1. The finally resulting CAA strategy resembles

that in Refs. 24 and 25, although it presents several differences concerning the treatment

of the acoustic source term, the stabilized weak forms used in the numerical formulation,

the treatment of convection1 and some implementation aspects. The three-step approach

using stabilized finite elements can be viewed as a possible alternative to other CAA ap-

proaches such as the use of acoustic analogies involving the integral formulation of the

Ffowcs-Williams and Hawkings equation28,26,27, the use of dispersion-relation-preserving

schemes29 and its grid-optimized version30, the use of hybrid approaches with high or-

der schemes31 or the space-time and solution-element approach in the framework of finite

volumes32, among others.

The paper is organized as follows. In section 2 the proposed methodology is formulated

in detail. In section 3 the weak forms corresponding to the differential equations to be solved

are given. The Galerkin finite element approach to solve these weak forms is presented and

its problems outlined. The stabilized finite element methods that avoid the typical problems

from the Galerkin approach problems are formulated in section 4. In section 5, two numerical

examples dealing with aerodynamic noise generated by flow past single and parallel cylinders

for different Reynolds numbers are presented. Conclusions are finally drawn in section 6.
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2. Problem Statement

2.1. First step: Computational Fluid Dynamic Simulation

The CFD computation aims at obtaining the flow velocity vector, u, from the solution of the

time evolving incompressible Navier-Stokes equations. The mathematical problem consists

in solving the latter equations in a given computational domain Ω ⊂ R
d (where d = 2 or 3

is the number of space dimensions) with boundary ∂Ω and prescribed initial and boundary

conditions. Splitting ∂Ω into two disjoint sets ∂Ω = ΓD ∪ ΓN respectively accounting for

those boundaries with prescribed Dirichlet and Neumann conditions, the problem to be

solved reads

∂tu − ν∆u + u · ∇u + ∇p = f in Ω, t > 0, (4)

∇ · u = 0 in Ω, t > 0, (5)

u (x, 0) = u0 (x) in Ω, t = 0, (6)

u (x, t) = uD (x, t) on ΓD, t > 0, (7)

n · σ (x, t) = tN (x, t) on ΓN , t > 0, (8)

with ν representing the kinematic flow viscosity, f the external force and tN the traction

on the boundary.

In order to solve equations Eqs. (4)-(8), use will be made of the stabilized finite ele-

ment formulation in Refs. 24-27, which will be detailed for the present problem in section

4. Although the case of aerodynamic noise generated by turbulent flows is out of the scope

of this paper, it is worthwhile to mention that this stabilized formulation may constitute

a pure numerical alternative to the more standard LES (Large Eddy Simulation) simula-

tion for high Reynolds number flows17. It is to be noted that while LES performs a scale

decomposition for the velocity and the pressure fields by convolving Eqs. (4)-(8) with a

filter function33,34, the scale decomposition is performed in the stabilization framework by

means of a projection onto the finite element space35,36,37. The large scales represent those

scales that can be directly captured with the computational mesh, whereas the small scales

represent those scales that cannot be captured by the mesh. The idea that the extra terms

appearing in the equations as a result of this separation could suffice to simulate turbulent

flows, seems to be supported by several numerical examples involving the decay of isotropic

turbulence and the development of turbulence in channel flows38,39,40,41,19,20.

2.2. Second step: The source term

The second step of the method consists in obtaining the acoustic source term, i.e.,

ρ0 (∇⊗∇) : (u ⊗ u), from the flow velocity vector, u, computed in the first step of the

method. As the source term involves a double divergence it cannot be directly computed

using finite elements of class C0, unless it is integrated by parts in the weak form of the

problem transferring one derivative to the test function24. However, there exists also the

possibility to approximate the source term with first order derivative terms thanks to the
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incompressibility constraint. Effectively,

(∇⊗∇) : T ≈ ρ0 (∇⊗∇) : (u ⊗ u)

≈ ρ0 (∇⊗ u) : (∇⊗ u)T =: s (x, t) , (9)

where ∇ · u = 0 has been used twice and we have defined s (x, t) in the last line. This ap-

proximation allows the direct visualization of the source term while keeping the advantages

of using C0−class finite elements.

The second step of the method finishes by performing the time Fourier transform of

s (x, t) to get ŝ (x, ω). An important implementation aspect is that of avoiding the storage

of s (x, t) to compute its transform. This can be done by choosing a priori the frequency

range of interest and, during the CFD evolution, computing s (x, t) for each time step as

well as its contribution to ŝ (x, ω). At the end of the computation only the latter is stored.

Hence, although steps I and II of the methodology have been differentiated for the sake of

clarity, in practice they are carried out simultaneously.

2.3. Third step: Computing the acoustic field

In the third step of the method, the inhomogeneous Helmholtz equation obtained from

the time Fourier transform of Eq. (3) is solved using ŝ (x, ω) as the source term. The

mathematical problem to be solved is that of finding the acoustic pressure p̂′ (x, ω) : Ωac →
C, being Ωac ⊂ R

d, d = 2, 3, a bounded computational domain with boundary ∂Ωac =

ΓD ∪ ΓB (ΓD ∩ ΓB = ∅) such that

−
(
∇2 + k2

)
p̂′ = ŝ in Ωac, (10)

p̂′ = p̂′D on ΓD, (11)

∇p̂′ · n = M
[
p̂′
]
+ ĝ on ΓB. (12)

In Eqs. (10)-(12) k = ω/c0 is the wavenumber, n stands for the normal pointing outwards

ΓB, ĝ : ΓB → C represents prescribed data on ΓB and M [p̂′] is an integral operator. For

exterior problems, M [p̂′] defines a non-reflecting condition and ΓB the external boundary.

If ΓB is far enough from the source region, the non-local boundary condition specified by

M [p̂′] can be replaced by the local condition ikp̂′. Eq. (12) then becomes a Robin type

boundary condition (Sommerfeld’s radiation condition),

∇p̂′ · n = ikp̂′ + ĝ on ΓB . (13)

3. Galerkin finite element approximation

3.1. Spatial continuous weak forms

3.1.1. Time-discrete spatial-continuous weak form of the Navier-Stokes equation

To find a numerical solution to Eqs. (4)-(8) we have to discretize them in time and space.

The time discretization has been carried out using the generalized trapezoidal rule. Actually,
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the second order Crank-Nicolson scheme has been used in the computations. Let us consider

a partition of the computational time interval 0 < t0 < . . . < tN , a constant time step size

δt := tn+1 − tn, and let us introduce the following notation for a generic time-dependent

function h (t),

δhn := hn+1 − hn,

hn+1/2 := 1
2

(
hn+1 + hn

)
, δth

n := δhn/δt , (14)

where hn stands for the value of h at time tn. The time discrete version of the Navier-Stokes

Eqs. (4)-(8) can then be written as

δtu
n − ν∆un+1/2 + un+1/2 · ∇un+1/2 + ∇pn+1 = fn+1/2 in Ω, (15)

∇ · un+1/2 = 0 in Ω, (16)

u0 = u0 in Ω, (17)

un+1/2 = u
n+1/2

D on ΓD, (18)

n · σn+1/2 = t
n+1/2

N on ΓN . (19)

We next have to discretize Eqs. (15)-(19) in space. However, given that we would like to

solve these equations using finite element methods, it is necessary to first write their spatial

variational continuous form. To do so let us introduce the following functional spaces

Vd
0 ≡ H1

0 (Ω) :=
{

u (x) ∈ H1 (Ω)d ;u = 0 on ΓD

}
,

Q0 :=

{
q (x) ∈ L2 (Ω) ;

∫

Ω

qdΩ = 0 if ΓN = ∅

}
, (20)

where L2 (Ω) denotes the space of square integrable functions (real or complex) in the

domain Ω, and H1 (Ω) is the first order Sobolev space of functions with integrable first

derivatives. Let us also consider in what follows, and for simplicity of exposition, the case of

homogeneous Dirichlet conditions (the extension to the inhomogeneous can be done in the

usual manner). The weak or variational form corresponding to Eqs. (15)-(19) with un
D = 0 is

found multiplying these equations by test functions v ∈ Vd
0 , q ∈ Q0 and integrating over the

whole domain Ω. The variational problem can be then formulated as: from known un ∈ Vd
0 ,

find un+1/2 ∈ Vd
0 , pn+1 ∈ Q0 such that
∫

Ω

v ·
[
δtu

n +
(
un+1/2 · ∇un+1/2

)]
dΩ + ν

∫

Ω

∇v : ∇un+1/2dΩ

−

∫

Ω

pn+1∇ · vdΩ =

∫

Ω

v · fn+1/2dΩ +

∫

Ω

v · t
n+1/2

N dΓN (21)

∫

Ω

q∇ · un+1/2dΩ = 0 (22)

for all v ∈ Vd
0 , q ∈ Q0.

In order to shorten the notation in Eqs. (21)-(22) and subsequent equations, we will use

the brackets, 〈·, ·〉 to denote the integral of the product of any pair of distributions f and g



October 26, 2008 12:59 WSPC/130-JCA ”Guasch Codina JCA preprint 2008”

Subgrid Scale FEM for Computational Aeroacoustics 7

in the domain Ω, i.e.,

〈f, g〉 ≡

∫

Ω

fg dΩ. (23)

In particular, 〈·, ·〉 can represent the duality pairing in Vd
0 and for f, g ∈ L2 (Ω) it will

correspond to the inner product in this space, which will be designated by (·, ·). For the

surface integrals use will be made of 〈·, ·〉Γ and (·, ·)Γ with analogous meanings. We also

introduce the following notation

l (v) := 〈v,f〉 + 〈v, tN 〉ΓN
. (24)

Using Eqs. (23)-(24), the time discrete spatial continuous Eqs. (21)-(22) can be rewritten

as

(δtu
n,v) +

〈
un+1/2 · ∇un+1/2,v

〉
+ ν

(
∇un+1/2,∇v

)
−
(
pn+1,∇ · v

)
= l (v) , (25)

(
q,∇ · un+1

)
= 0. (26)

3.1.2. Continuous weak form of the inhomogeneous Helmholtz equation

The procedure to find the continuous weak form for the inhomogeneous Helmholtz equation

in Eq. (10) with boundary conditions given by Eqs. (11) and (13) is analogous to the one

developed in the previous section. We consider again homogeneous Dirichlet conditions,

introduce the functional space

W0 :=
{
q (x) ∈ H1 (Ωac) ; q = 0 on ΓD

}
(27)

and multiply Eq. (10) by a test function w ∈ W0. Finally, we integrate over the acoustic

domain Ωac. Using the notation in Eq. (23), the weak problem can be formulated as: find

p̂′ ∈ W0 such that

(
∇p̂′,∇w

)
− k2

(
p̂′, w

)
− ik

(
p̂′, w

)
ΓB

= 〈ŝ, w〉 + 〈ĝ, w〉ΓB
(28)

for all w ∈ W0. Note that the acoustic pressure is a complex number so the scalar products

in Eq. (28) involve the complex conjugate of the test function. Notice also that domain

integrations in the scalar products take place now in Ωac.

3.2. Galerkin discrete weak forms

3.2.1. Galerkin finite element approximation of the Navier-Stokes equation

Let us now proceed to the spatial discretization of Eqs. (25)-(26). Given a finite element

partition of Ω with nel elements, nu nodes for the velocity, np nodes for the pressure and

the finite dimensional subspaces Vd
0,h ⊂ Vd

0 , and Qh,0 ⊂ Q0 to respectively approximate the

velocity and the pressure, the Galerkin finite element approach to Eqs. (25)-(26) can be
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stated as: from known un
h ∈ Vd

0,h, find u
n+1/2

h ∈ Vd
0,h, pn+1

h ∈ Qh,0 such that

(δtu
n
h,vh) + ν(∇u

n+1/2

h ,∇vh) + 〈u
n+1/2

h · ∇u
n+1/2

h ,vh〉

−
(
pn+1

h ,∇ · vh

)
+
(
qh,∇ · un+1

h

)
= l (vh) (29)

for all vh ∈ Vd
0,h, qh ∈ Qh,0. The domain integrals in Eq. (29) are to be understood as∫

Ω
:=
∑

nel

∫
Ωel

, with Ωel denoting an element domain, and f , tN in l (vh) (r.h.s of Eq. (29))

are assumed continuous and evaluated at the time step n + 1/2.

On the other hand, uh and ph are of the type

uh =

(
nu∑

a=1

Na
uUa

x ,

nu∑

a=1

Na
uUa

y ,

nu∑

a=1

Na
uUa

z

)
, (30)

ph =

np∑

b=1

N b
pP b, (31)

with Na
u being the velocity shape functions,

(
Ua

x , Ua
y , Ua

z

)
the nodal velocity values for

every coordinate, N b
p the shape functions for the pressure and P b the nodal pressure values.

Substitution of Eqs. (30)-(31) into Eq. (29) yields to a system of equations for the nodal

velocities and pressures that has to be linearized and then solved at each time step. The

velocity and pressure at any point in Ω can be finally obtained by interpolation from these

nodal values.

It is well known that the Galerkin formulation, Eq. (29), suffers from several numerical

problems. For instance, numerical instabilities are encountered for high Reynolds number

problems i.e., when the non-linear convective term in the equation dominates the viscous

one. Moreover, a compatibility condition (inf-sup or LBB condition) is required to control

the pressure term. This condition does not allow to use equal order interpolations to ap-

proximate the velocity and the pressure. This is certainly a problem because the use of equal

order polynomials results in a much easier implementation of the numerical method as well

as to the saving of computational time. On the other hand, further numerical instabilities

are found when small time steps are used, specially at early stages of evolutionary processes.

To circumvent all these difficulties that turn the Galerkin formulation Eq. (29) useless in

practice, a subgrid scale stabilized formulation is presented in section 4.

3.2.2. Galerkin finite element approximation of the inhomogeneous Helmholtz

equation

The discrete weak form corresponding to the Galerkin finite element approximation of

Eq. (28) can be stated as follows: given a finite element partition of Ωac with nael elements

and nap nodes, and the finite dimensional subspaces W0,h ⊂ W0, find p̂′h ∈ W0,h such that

(
∇p̂′h,∇wh

)
− k2

(
p̂′h, wh

)
− ik

(
p̂′h, wh

)
ΓB

= 〈ŝh, wh〉 + 〈ĝ, wh〉ΓB
(32)
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for all wh ∈ W0,h. Again,

p̂′h =

nap∑

a=1

Na
p P̂ ′a, (33)

with Na
p being the acoustic pressure shape functions (that will be taken equal to those in

Eq. (31) for this work) and P̂ ′a the acoustic pressure nodal values.

The Galerkin weak form in Eq. (32) also presents numerical difficulties. The weak form

becomes non-positive definite for large wavenumbers and it can be shown that the problem

inf-sup constant presents an inverse dependence42 with the wavenumber k. This leads to a

loss of stability and to the appearance of the so-called pollution error for large values of k . A

dispersion analysis shows that this error is related to the fact that discrete waves propagate

with a discrete wavenumber kh 6= k. The difference kh − k increases for large wavenumbers

and a phase error appears in the numerically computed waves. A subgrid scale stabilized

finite element formulation will be also used in section 4 to avoid these difficulties.

4. Stabilized finite element methods

4.1. Outline of the subgrid scale approach

In the past two decades, several stabilization strategies have been developed to circumvent

the numerical instabilities that arise in the Galerkin finite element solution of partial differ-

ential equations. We will concentrate here on the subgrid scale approach (also termed varia-

tional multiscale method or residual-based stabilization) originally developed by Hughes35,36

for the scalar convection-diffusion-reaction equation and latter extended to other equations

by many authors. For the sake of clarity, the main ideas of the method will be first outlined

for an abstract variational problem and then explicitly presented in detail for Eqs. (25)-(26)

and Eq. (28) in subsequent sections.

Let us consider the abstract variational continuous problem of finding y ∈ Y such that

m (y, z) = n (z) (34)

for all z ∈ Z. m and n respectively represent (for simplicity) bilinear and linear continuous

weak forms, while Y and Z are infinite dimensional spaces. The subgrid scale approach to

find a numerical solution to Eq. (34) consists in first splitting Y and Z into Y = Yh ⊕ Ỹ
and Z = Zh ⊕ Z̃. Yh and Zh represent the finite dimensional spaces (discrete spaces)

where the numerical solution belongs, while Ỹ and Z̃ represent infinite dimensional spaces

(continuous spaces) to respectively complete Yh, Zh in Y and Z. Variables y and z can then

be decomposed as y = yh + ỹ, z = zh + z̃ and substituted in Eq. (34) to obtain

m (yh, zh) + m (ỹ, zh) = n (zh) , (35)

m (yh, z̃) + m (ỹ, z̃) = n (z̃) . (36)

Consequently, Eq. (34) has been transformed in two equations, Eq. (35) governing the

dynamics of the resolvable “large” scales and Eq. (36) governing the dynamics of the “small”
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subgrid scales. The key idea consists in finding an approximate solution or model for the

subscales equation, substitute it in the large scales equation and solve for them. In other

words, the subgrid scale approach aims at simulating the influence of those small scales of

the continuous problem, which cannot be captured by the numerical discretization, onto

the numerical solution. The influence of these small continuous scales is what is not taken

into account in the Galerkin numerical approach to the problem.

Note that the separation between scales performed in the subgrid scale approach

Eqs. (35)-(36) is based on a projection onto the spaces Zh and Z̃, and that the modeling for

the subscales is carried out once the problem has been already discretized. As mentioned

in section 2.1, this is to be compared with the filtering approach to LES where the scale

separation and modeling are performed at the continuum level, prior to any discretization.

4.2. Subgrid scale stabilized finite element method for the Navier-Stokes

equations

To apply the subgrid scale finite element method to Eqs. (25)-(26) we will decompose

the velocity and velocity test function as un = un
h + ũn, un+1/2 = u

n+1/2

h + ũn+1/2 and

v = vh + ṽ, which correspond to the space splitting Vd
0 = Vd

0,h⊕Ṽd
0 . For simplicity, it will be

assumed that the velocity subscales will be zero at the element boundaries as well as on ∂Ω.

The former allows to understand the velocity subscales as bubble functions vanishing on

interelement boundaries (see e.g., Ref. 27 and references therein). We will also decompose

the pressure and pressure test function as pn+1 = pn+1
h + p̃n+1, q = qh + q̃ corresponding to

the space splitting Q0 = Qh,0 + Q̃0.

Inserting the above decompositions in Eqs. (25)-(26) yields a system of equations anal-

ogous to Eqs. (35)-(36). The equation corresponding to the large scales (hence analogous

to Eq. (35)) becomes, after integrating some terms by parts and neglecting terms involving

integrals over interelement boundaries17,18,

(δtu
n
h,vh) + ν(∇u

n+1/2

h ,∇vh) + 〈u
n+1/2

h · ∇u
n+1/2

h ,vh〉

− (pn+1
h ,∇ · vh) + (qh,∇ · u

n+1/2

h )

−
∑

Ωel

〈ũn+1/2, ν∆vh + u
n+1/2

h · ∇vh + ∇qh〉Ωel

+ (δtũ
n,vh) + 〈ũn+1/2 · ∇u

n+1/2

h ,vh〉

− 〈ũn+1/2, ũn+1/2 · ∇vh〉

− (p̃n+1,∇ · vh) = l (vh) . (37)

The first two lines of Eq. (37) contain the Galerkin terms previously found in Eq. (29).

The remaining lines correspond to stabilization terms that are by no means standard. The

third line yields terms that are already obtained in the stabilization of the linearized and

stationary version of the Navier-Stokes equations15,16 (Oseen problem). It is well-known

that the inclusion of these terms in the formulation allows to circumvent the convection

instabilities described in section 3.2.1, and to use equal interpolations for the velocity and
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pressure fields. The fourth and fifth lines contain terms arising from the effects of the velocity

subscales, ũ, in the material derivative of the equation. The first term in the fourth line

accounts for the time derivative of the subscales, while the second term provides global

momentum conservation18, which is not satisfied in the Galerkin finite element approach.

The fifth line corresponds to a Reynolds stress for the subscales (note that −〈ũ, ũ ·∇vh〉 =

−〈ũ⊗ũ,∇vh〉). This term may be identified with the direct effects of the subscale turbulence

onto the large scales, although the degree of its real influence on the results still needs further

research18,40. Finally, the term in the sixth line accounts for the effects of the pressure

subscales.

Our aim is to find now the solution u
n+1/2

h , ũn+1/2 and pn+1
h , p̃n+1 in Eq. (37), given

un
h, ũn and for all vh ∈ Vd

0,h, qh ∈ Qh,0. Obviously, to do so we first need a value for the

subscales ũn+1/2, p̃n+1 that has to be obtained from the solution of the small subgrid scales

equation of the problem (analogous to Eq. (36)). This equation can be written in differential

form as17,18

δtũ
n + (u

n+1/2

h + ũn+1/2) · ∇ũn+1/2 − ν∆ũn+1/2 + ∇p̃n+1 = r
n+1/2

u,h (38)

∇ · ũn+1/2 = r
n+1/2

p,h , (39)

with r
n+1/2

u,h and r
n+1/2

p,h representing residuals of the finite element components uh and ph

given by

r
n+1/2

u,h = −[δtu
n
h + (u

n+1/2

h + ũn+1/2) · ∇u
n+1/2

h

− ν∆u
n+1/2

h + ∇ph − f ], (40)

r
n+1/2

p,h = −[∇ · u
n+1/2

h ]. (41)

Using arguments based on a Fourier analysis for the subscales17, the system of equations

Eqs. (38)-(39) can be approximated as

δtũ
n +

1

τ
n+1/2
1

ũn+1/2 = r
n+1/2

u,h , (42)

1

τn+1
2

p̃n+1 = r
n+1/2

p,h , (43)

where the so called stabilization parameters τ1 and τ2 have the expressions

τ
n+1/2
1 =


c1

ν

h2
+ c2

∣∣∣un+1/2

h + ũn+1/2
∣∣∣

h




−1

, (44)

τn+1
2 =

h2

c1τ
n+1
1

. (45)

c1 and c2 in Eqs. (44)-(45) are algorithmic parameters with recommended values43 of c1 = 4

and c2 = 2, while h stands for a characteristic element mesh size. From a physical point of
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view, the approximation Eqs. (42)-(43) to problem Eqs. (38)-(39) conserves the amount of

kinetic energy transfered from the small scales to the large ones16.

Eq. (37) together with the subscales extracted from the solution of the approximated

Eqs. (42)-(43) with stabilization parameters Eqs. (44)-(45) constitute the methodology

herein proposed to solve the incompressible Navier-Stokes equations.

4.3. Subgrid scale stabilized finite element method for the inhomogeneous

Helmholtz equation

We will now apply the subgrid scale approach to the Helmholtz equation weak form,

Eq. (28). We will proceed as described by performing the space splitting W0 = W0,h + W̃0,

which allow the decompositions p̂′ = p̂′h + ˜̂p′, w = wh + w̃ for the acoustic pressure and

test function. Substitution in Eq. (28) yields the large scale and small scale equations. The

former is given by44,1

(
∇p̂′h,∇wh

)
− k2

(
p̂′h, wh

)
− ik

(
p̂′h, wh

)
ΓB

+
∑

Ωel

〈 ˜̂p′,∇2wh + k2wh〉Ωel

= 〈ŝh, wh〉 + 〈ĝ, wh〉ΓB
, (46)

where the first line contains the Galerkin terms already found in Eq. (32) and the second

one accounts for the stabilization terms that take into account the influence of the small

scales into the large ones. The small scales can be approximated as44,1

˜̂p′ = τacrp̂′,h = τac

(
−∇2p̂′h − k2p̂′h − ŝh

)
. (47)

The stabilization parameter τac can be obtained from a dispersion analysis. The stencil

of Eq. (46), with Eq. (47) inserted in it, is considered for a particular mesh, e.g. a structured

mesh of bilinear quadrilateral nodes. Then a plane wave solution is assumed at each node

and a dispersion relation is obtained from which a value for the stabilization parameter can

be derived. This procedure was applied in Ref. 1 to find τac for the convected Helmholtz

equation in two dimensions. For the case of zero Mach number flow, the parameter thus ob-

tained reduces to minus the one found in Ref. 42 using the Galerkin least-squares stabilized

finite element method for the Helmholtz equation. τac is given in this case by

τac = −
1

k2
+

6

k4h2

(4 − fx − fy − 2fxfy)

(2 + fx) (2 + fy)
,

fx = cos [k cos (θ)h] ,

fy = cos [k sin (θ)h] , (48)

where θ is the angle of propagation of the plane wave and h is the characteristic mesh

element size. Even though the parameter τac depends on the direction θ and on the particular

mesh considered to derive it, numerical experiments show that the choice θ = 0 provides

stabilization for a considerable variety of problems involving wave propagation in many

directions. Moreover, Eq. (48) can be also shown to provide stabilization for non-structured

meshes of quadrilateral and triangular elements1,21,23.
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Eq. (46), together with the subscales in Eq. (47) and the stabilization parameter from

Eq. (48), clearly diminish the pollution error found in the Galerkin approximation to the

problem and constitute the strategy adopted in this paper to compute the acoustic field.

Obvioulsy, Eq. (48) limits the acoustic pressure computation to two-dimensional cases and

a more general value for τac, or alternative stabilization strategies, should be used for full

three dimensional problems22. However, it is to be noted that several acoustic problems can

be treated, at least in a first approximation, as two dimensional problems. This is the case

e.g., of duct acoustics, which may involve many different problems such as wave propagation

in air conditioning systems, or models for voice generation mechanisms45.

5. Numerical examples

5.1. Aeolian tone generated by a single cylinder at Re = 500

We consider the case of a two-dimensional cylinder with diameter D embedded in a flow

with free stream velocity in Cartesian coordinates (U0, 0). We define the Reynolds number

based on these variables as Re = ρ0U0D/µ. The following behavior occurs when Re is

increased from an almost zero value to large values46,47:

For Re ≈ 0 we have a Stokes flow and the configuration is totally symmetric: the flow is

steady, time reversal and has up-and-down as well as fore-and-aft symmetries. When Re ≈ 1

the fore-and-aft symmetry breaks down and two steady recirculating vortices appear at the

lee of the cylinder. These vortices grow in size for increasing Re. When Re ≈ 45 the flow

becomes unstable and a Hopf bifurcation47 takes place. The flow looses its steadiness as

well as its up-and-down symmetry and a wake of alternating vortices is formed behind the

cylinder. The set of these shed vortices is known as the von Kármán vortex street. For a

three-dimensional cylinder the story goes beyond as three-dimensional instabilities become

excited for higher Reynolds numbers, until a fully developed turbulent flow is achieved

probably following the Ruelle-Takens-Newhouse route to turbulence47.

Let us focus hereafter on the problem once the periodic von Kármán vortex street has

been developed. As a reaction to vortex shedding, the cylinder supports lift fluctuations

that lead to the emission of sound. The emitted noise is known as an aeolian tone and it

is of concern in some industrial problems, such as noise radiated by train pantographs or

by tubular heat exchangers. The mechanism is also responsible for the typical wire whistles

that can be heard when wind impacts power transmission lines.

The aeolian tone has a dipole directivity and its frequency coincides with the vortex

shedding frequency, which is given by

f = St

U0

D
. (49)

St in Eq. (49) stands for the Strouhal number and is related to the Reynolds number by

means of46

St = 0.198

(
1 −

19.7

Re

)
, Re ≤ 5 × 105. (50)
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Fig. 1. Von Kármán vortex street at the lee of the cylinder for Re = 500 (Isovelocity contourlines).
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Fig. 2. Re = 500. a) Lift coefficient spectrum. b) Phase space limit cycle.

For this first numerical example we have chosen a case corresponding to Re = 500. The

incompressible Navier-Stokes equations have been solved using the methodology described

in section 4.2, in an unstructured mesh of linear triangular elements (nel = 50 054, nu =

np = 25 636). The mesh element size, h, ranges from 3 × 10−3D near the cylinder to 30D

at the far field. Equal interpolation has been used for the velocity and the pressure and 10

Picard non-linearity iterations have been performed at each time step. The time step size

used in the computation is δt = 0.00025 s.

The Strouhal number according to Eq. (50) is St ≈ 0.19. We have taken the values

D = 0.0049 m and U0 = 1.512 m/s so that the expected frequency from Eq. (49) is

f ≈ 58.7 Hz.

As a result of the simulation a periodic flow is established with a von Kármán vortex
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Fig. 3. Acoustic source term: snaphshot of Reynolds tensor double divergence for Re = 500.

Fig. 4. Dipole pattern of Im
`

p̂′
h

´

at f = 66Hz for Re = 500.

street developing at the lee of the cylinder (see Fig. 1). The lift and draft coefficients of

the cylinder, CL and CD, have been computed and present a time sinusoidal behavior.

CL has an amplitude of 1.1 and oscillates at the computed vortex shedding frequency of

66 Hz (St = 0.21). The mean value for CD is 1.39 with an amplitude of 0.12 and a frequency

that is twice the vortex shedding one (132 Hz). The discrepancy between the computed

frequency and the theoretical one is not strange if we take into account that Eqs. (49)-(50)

are valid for three dimensional flows and that 3D effects become apparent for Re > 300 (see

Ref. 45).

In Fig. 2a we have plotted the normalized spectrum of the lift coefficient. As expected,

it only shows a single peak at 66Hz. In Fig. 2b, we have presented a plot of CL (t) versus

CL (t + tinc) with tinc = 0.05 s. According to the Whitney-Takens theorem, the resulting

graph is topologically equivalent to a phase space graph and we can observe that Fig. 2b
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effectively shows the characteristic limit cycle of a periodic dynamics.

In Fig. 3 a snapshot of the acoustic source term s (x, t) = ρ0 (∇⊗ u) : (∇⊗ u)T is

shown. This term rapidly decreases to zero when moving away from the cylinder. This

fact is of crucial importance because it actually justifies the acoustic analogy approaches,

which are based on a separation between an acoustic source region and a wave propagating

one12,49.

The acoustic field has been computed according to the methodology described in section

4.3. In Fig. 4 the imaginary part of the acoustic pressure, Im (p̂′h), is plotted. Although some

acoustic sources can be identified at the wake of the cylinder (see Fig. 3), the far field acoustic

field is clearly dominated by the lift fluctuations on the cylinder, which generate outward

propagating waves having a clear dipole pattern.

5.2. Aerodynamic noise generated by cylinders in parallel arrangement at

Re = 1000

As a second numerical example, we address the computation of the aerodynamic sound

generated by a viscous flow impinging on two parallel cylinders with diameter D, and

separated apart a distance of 3D from center to center. The characteristic Reynolds number

of the problem based on one cylinder’s diameter and the impinging flow velocity is given

by Re = ρ0U0D/µ = 1000. We will show that vortices are periodically shed behind the two

cylinders. However, due to the fact that these vortices become antiphase from one cylinder

to the other, the resulting acoustic field will considerably differ from the single cylinder

case.

The CFD simulation has been performed in a structured mesh of nel = 51 485 elements

(nu = np = 51 881 nodes) strongly refined at the cylinder boundaries. The squared compu-

tational domain has a diagonal of ∼ 1000D. Again, the stabilised finite element formulation

in section 4.2 has been used for the CFD calculation, with 10 Picard non-linearity itera-

tions being performed at each time step. The time step size used in the computation is

δt = 0.00008 s. A second order Crank-Nicolson scheme has been used for the large scales

time evolution, while a first order scheme has been used for the tracking of the subscales.

Once the initial transients have been surpassed, an almost periodic flow is established

with vortices being shed past both cylinders. The vortices are antiphase from one to the

other i.e., when a vortex having positive vorticity detaches from the upper cylinder, an equal

strength vortex detaches from the bottom cylinder having negative vorticity, and being

located at a symmetric location with respect to the x−axis. This can be clearly observed

in Fig. 5 where the isovorticity contours of the flow have been plotted. It is worthwhile

to comment that although the wake sometimes looses its symmetry downstream as time

evolves, the vortex shedding remains periodic and antiphase between both cylinders.

In Fig. 6 we have plotted the time evolution for the lift coefficients CLu and CLb of the

two cylinders. Once the flow is fully developed, their mean values are ∼ 0.19 for the upper

cylinder and ∼ −0.19 for the one in the bottom. Their amplitudes are respectively ±1.6. In

what concerns the drag coefficients, they are obviously almost identical for both cylinders

having a mean value of ∼ 1.53 and an amplitude of ∼ 0.23. In Figs. 7a and b we show the
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Fig. 5. Vortices shed behind two cylinders in parallel arrangement at Re = 1000. (Isovorticity contours)
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Fig. 6. Time evolution of the cylinder lift coefficients. Continuous line: upper cylinder. Dotted line: bottom
cylinder. Re = 1000.

normalised spectra for the lift and drag coefficients of the upper cylinder. CLu presents a

clear maximum at 588 Hz (St = 0.22) to be compared with the values 500 Hz (St = 0.19)

arising from (49)-(50). The discrepancy has now increased when compared with the previous

single cylinder numerical example probably for two reasons: first, the Reynolds number is

now higher and second, equations (49)-(50) are intended for single cylinders whereas now

the wake e.g., of the upper cylinder is clearly influenced by the wake of the bottom cylinder

(see Fig. 5). We actually do not know if the presence of the second cylinder may alter

the vortex shedding frequency when comparing with an analogous single cylinder case, but

it certainly increases the complexity of the simulation. On the other hand, note that the

normalised spectrum for the drag coefficient in Fig. 7b presents the expected maximum
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Fig. 8. Acoustic near field. Cylinders in tandem arrangement at Re = 1000.

at 1176 Hz (twice the lift coefficient frequency) but it also presents a first subharmonic

(lift coefficient frequency), a first harmonic and the first harmonic of fractional order. It

is obvious that the drag coefficient is harder to compute given that it has twice the lift

coefficient frequency. However, for the present simulation it still has more than ten time

steps per wavelength. The appearance of the “extra” frequencies in Fig. 7b is attributed

to the fact that there is no perfect symmetry between the flow at the upper and bottom

cylinders. In addition and as has been commented, the wake breaks downstream loosing

also its symmetry. These facts can easily be responsible for the excitation of harmonics and

subharmonics. Note that although the lift coefficient seems less affected by these questions,

the second and third harmonics also insinuate in Fig. 7a.

In what concerns the acoustic field, it has again been computed using the procedure

described in section 3.4.4. and using the same mesh intended for the CFD computation.

In Figs. 8a and b we have plotted the real part of the near field acoustic pressure, Re (p̂′h)



October 26, 2008 12:59 WSPC/130-JCA ”Guasch Codina JCA preprint 2008”

Subgrid Scale FEM for Computational Aeroacoustics 19

and its modulus |p̂′h|, for f = 588 Hz. As seen in Fig. 8a, two dipole radiating patterns

can be clearly identified at each cylinder corresponding to lift fluctuations. The two lift

dipoles tend to compensate each other radiating as a single longitudinal quadrupole50 (see

Fig. 8b), which is known to be a less efficient radiator than the dipole of a single cylinder.

The quadrupole resemblance will be probably more apparent if the cylinders were closer one

to each other. On the other hand, it has been checked that the wavelength of the generated

acoustic waves have the expected value of λ = c0/f ∼ 0.58 m.

6. Conclusions

In this paper a methodology to compute aerodynamic noise generated by viscous subsonic

flows has been presented. The approach makes use of Lighthill’s acoustic analogy in the

frequency domain. A three-step procedure has been followed consisting of a fluid dynamic

computation of the incompressible Navier-Stokes equations to obtain the acoustic source

term, its Fourier transform to the frequency domain and the computation of the acoustic

pressure field.

The incompressible Navier-Stokes equation and the inhomogeneous Helmholtz equation

appearing in the formulation have been solved by means of subgrid scale stabilized finite

element methods. The subgrid scale stabilizing technique has allowed to circumvent several

numerical problems appearing in the Galerkin finite element approach to these equations

such as convection instabilities, the use of equal interpolation for the velocity and pressure

fields, the use of small time steps or the appearance of the pollution error in the acoustic

pressure field. The subgrid scale approach also provides an alternative way to simulate the

behavior of turbulent flows, this point being a subject of intense current research.

The performance of the method when applied to computational aeroacoustics problems

has been checked by simulating the aerodynamic noise generated by flow past a single

two dimensional cylinder and by flow past two cylinders in tandem arrangement. The flow

dynamics and the directivity character of the acoustic field have been correctly reproduced.
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