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ABSTRACT

This work presents a novel and comprehensive inferential framework for
analyzing the stress-strength reliability parameter, R = P(Y < X),
where X and Y denote independent stress and strength variables, respec-
tively, both modeled as Weibull-distributed with a shared shape parameter
but distinct scale parameters. A key innovation of this study lies in its
integration of the unified Type-I progressively hybrid censoring scheme,
which simultaneously accommodates time constraints and partial failure
information, conditions often encountered in real-world reliability testing.
To estimate R, we propose and evaluate four distinct inferential strategies:
two frequentist (maximum likelihood estimation and maximum spac-
ings estimation) and two Bayesian, each tailored to either the likelihood
or spacings-based posterior formulation. The Bayesian methods employ
Monte Carlo sampling to compute both Bayes point estimates and credible
intervals under informative priors, offering robustness in small-sample
or heavily censored contexts. An extensive simulation study is conducted
to systematically compare the estimators in terms of bias, efficiency, and
interval coverage. To validate the practical applicability of our framework,
we further analyze two real-world microdroplet datasets, revealing critical
insights into stress-tolerance behavior under experimental constraints.
This study not only advances methodological tools for reliability inference
under hybrid censoring but also establishes a blueprint for combining
classical and Bayesian paradigms in stress-strength modeling.
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1 Introduction

In statistical reliability analysis, the concept of stress-strength reliability is defined as the probabil-
ity R = P(Y < X). This metric quantifies the likelihood that a system’s inherent strength, represented
by the random variable X , will resist an externally applied stress Y . A system fails when the stress
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surpasses its strength. So, stress-strength reliability gives the chance that the system will keep working
under stress, showing how likely it is to avoid failure; for details, see Liu et al. [1] and Cheng et al. [2],
among others.

Kotb and Raqab [3] provided many examples of the applications of stress-strength reliability
in various fields, not only in engineering but also in physics, medicine, and mechanical systems.
The model R = P(Y < X) was originally introduced by Birnbaum and McCarty [4]. Since that
time, many researchers have explored this concept using various probability distributions to model
the stress Y and strength X . In addition, estimating the reliability R = P(Y < X) is a widely
studied problem in the statistical literature. Many researchers have explored methods for estimating
this probability. For example, Asgharzadeh et al. [5] studied the stress-strength reliability for Weibull
distribution using progressively censored sampled. Asgharzadeh et al. [6] considered the estimation for
R = P(Y < X) when X and Y have a generalized logistic distribution. Krishna et al. [7] considered
the estimation issues for R of inverse Weibull distribution using progressively first failure censored
samples. Almarashi et al. [8] considered various classical estimations method for R in the case of
Weibull distribution. Kotb and Al Omari [9] studied the stress-strength parameter of the exponential-
Rayleigh distribution.

A key step in analyzing the stress-strength model is selecting a suitable statistical distribution to
represent both X and Y . Among the many probability distributions available, the Weibull distribution
remains one of the most prominent in the statistical literature. It is widely used in reliability and survival
analysis due to its flexibility in modeling different types of failure rates—constant, increasing, or
decreasing. The Weibull distribution has been widely and effectively used for analyzing lifetime data,
especially in situations where the data are censored. In this study, we assume that the random variables
X and Y are independent and both follow a Weibull distribution with a common shape parameter but
different scale parameters. This assumption simplifies the derivation of the stress-strength reliability
parameter and allows for a closed-form estimator in this case. For a detailed overview of the Weibull
distribution and its different extensions, see the work by Lai et al. [10]. Suppose that the strength
random variable X follows the Weibull distribution with scale parameter γ1 > 0 and shape parameter
φ > 0, denoted by W(γ1, φ). In this case, the probability density function (PDF) of X can be
expressed as

g(x; γ1, φ) = γ1φxφ−1e−γ1xφ

, x > 0. (1)

The distribution function corresponding to (1) is

G(x; γ1, φ) = 1 − e−γ1xφ

. (2)

Assuming that the random variables X and Y are independent, where X ∼ W(γ1, φ) and
Y ∼ W(γ2, φ), the stress-strength reliability parameter R = P(Y < X), can be expressed as given
by Asgharzadeh et al. [5], as follows

R = γ1

γ1 + γ2

. (3)

Advancements in engineering, manufacturing, and technology have led to the use of more
advanced censoring methods in life-testing studies. This is mainly because it is often difficult for
researchers to record the exact failure times for all tested units. The resulting information is called
censored data. Pre-planned censoring is commonly used to shorten the duration of an experiment
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and reduce associated costs. In the statistical literature, numerous censoring methodologies have been
proposed, each with its own advantages and distinct stopping rules.

In a life-testing experiment involving n units, let m denote the required number of observed failures
and T be a pre-specified termination time. Under the Type-I censoring scheme, the experiment ends
at the fixed time T , regardless of how many failures have been observed by that point. In contrast,
Type-II censoring terminates the experiment as soon as the mth failure occurs, irrespective of the
elapsed time. Epstein [11] introduced the Type-I hybrid censoring (TIHC) method, which stops the
test at min(Xm:n, T), where Xm:n denotes the time of the mth failure. On the other hand, Childs et al. [12]
proposed the TIIHC plan, under which the test concludes at max(Xm:n, T). For more details about
the HC plans, see Balakrishnan and Kundu [13]. Chandrasekar et al. [14] introduced two censoring
schemes, namely generalized Type-I HC (GTIHC) and GTIIHC plans, to combine the strengths of
both traditional Type-I and Type-II HC plans. These generalized schemes aim to ensure a sufficient
number of observed failures while also placing an upper limit on the experimental duration. To explain
the GTIHC and GTIIHC schemes, suppose the experimenter specifies, in advance, two integers k and
m with k < m, along with two time thresholds T1 and T2, where T1 < T2. Under the GTIHC scheme,
the test is terminated at Xk:n if Xk:n > T1, otherwise stop the test at min(Xm:n, T1). On the other hand, in
the GTIIHC plan, the test is terminated at T1 if Xm:n < T1. If T1 < Xm:n < T2 the test is concluded at Xm:n,
otherwise the test is stopped at T2. While the GTIHC and GTIIHC schemes provide enhancements
over traditional HC methodologies, they still present some drawbacks. Specifically, the GTIHC scheme
does not ensure the observation of a predetermined number of failures, whereas the GTIIHC scheme
may result in capturing only a limited number of failure events.

As a result, Balakrishnan et al. [15] proposed a unified hybrid censoring (UHC) plan in which the
researcher pre-selects the values of k and m (with k < m), along with two threshold times T1 and T2

such that T1 < T2. Based on this scheme, the test is terminated at min max(Xm:n, T1), T2 if T1 > Xk:n. If
T1 < Xk:n < T2, the test ends at min(Xm:n, T2). Finally, if Xk:n > T2, the test is concluded at Xk:n. The
UHC plan has gained considerable popularity due to its adaptability compared to other censoring
schemes. This has motivated many researchers to investigate various estimation problems for lifetime
distributions under the UHC scheme. See, for example, the works of Panahi and Sayyareh [16], Jeon
and Kang [17], and Alotaibi et al. [18]. All the aforementioned censoring schemes are classified as
single-stage censoring plans, and they share a common limitation: they do not allow for the removal
of test units before the experiment concludes. To enhance the flexibility of the experimental design,
Górny and Cramer [19] proposed a unified progressive HC (UPHC) scheme, which integrates the
features of both the UHC plan and the progressive Type-II censoring scheme. In their work, they
proposed four types of the UPHC schemes, namely unified Type-I, Type-II, Type-III, and Type-IV
progressive HC plans. In this study, we focus on the unified Type-I progressive HC (UTIPHC) plan.
In the UTIPHC scheme, the experimenter preselects two integers k and m, such that k < m, two time
thresholds T1 and T2 with T1 < T2, and a progressive censoring scheme R = (R1, . . . , Rm) satisfying
n = m +∑m

i=1 Ri, prior to conducting the experiment.

Similar to the traditional progressive Type-II censoring scheme, when the failure time of the ith

unit, denoted by Xi:n, is observed, the experimenter removes Ri surviving units from the remaining test
units. The stopping time of the life-testing experiment under the UTIPHC scheme will be

T = max {min(Xk:n, T2), min(Xm:n, T1)} .

Let dj represent the number of observed failures recorded before the threshold time Tj for j = 1, 2.
As outlined by Górny and Cramer [19], the UTIPHC scheme can result in six possible experimental
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outcomes, as illustrated in Table 1. It is observed from Table 1 that Cases II and III can be combined,
as well as Cases IV and V, since the corresponding samples and counter settings are identical. As a
result, after combining Cases II and III into Case II, and Cases IV and V into Case III, only four
distinct cases need to be considered when analyzing the UTIPHC plan. Based on an observed sample
obtained under the UTIPHC scheme, the joint likelihood function (LF) for the various four cases of
the observed data can be expressed, ignoring constant term, as

L(ϑ ; x) =
J∏

i=1

g(xi)[1 − G(xi)]Ri [1 − G(T)]R∗
, (4)

where ϑ is the vector of unknown parameters, x denotes the observed UTIPHC sample, xi corresponds
to the ith order statistic xi:n, written this way for notational simplicity, J, T and R∗ are defined after
merging the similar cases, as follows

(J, T , R∗) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
m, 0, n − m −

m−1∑
i=1

Ri

)
, for Case I,(

d1, T1, n − d1 −
d1∑
i=1

Ri

)
, for Case II,(

k, 0, n − k −
k−1∑
i=1

Ri

)
, for Case III,(

d2, T2, n − d2 −
d2∑
i=1

Ri

)
, for Case IV.

.

Table 1: Various experimental outcomes of the UTIPHC scheme

Case Ordered values Sample Termination point R

I Xk:n < Xm:n < T1 <

T2

X1:n, . . . , Xm:n Xm:n R1, . . . , Rm

II Xk:n < T1 < Xm:n <

T2

X1:n, . . . , Xd1:n T1 R1, . . . , Rd1

II Xk:n < T1 < T2 <

Xm:n

X1:n, . . . , Xd1:n T1 R1, . . . , Rd1

IV T1 < Xk:n < Xm:n <

T2

X1:n, . . . , Xk:n Xk:n R1, . . . , Rk

V T1 < Xk:n < T2 <

Xm:n

X1:n, . . . , Xk:n Xk:n R1, . . . , Rk

VI T1 < T2 < Xk:n <

Xm:n

X1:n, . . . , Xd2:n T2 R1, . . . , Rd2

Recently, some authors considered the UTIPHC scheme in their investigations. For example,
Anwar et al. [20] considered the estimations of the stress-strength reliability R = P(Y < X) of the
inverted exponentiated Rayleigh distribution. Lone et al. [21] studied the estimations and the problem
of selecting optimal censoring plans for the gamma-mixed Rayleigh distribution. Dutta et al. [22]
studied the Kumaraswamy-G family of distributions in the presence of partially observed competing
risks data. See also for more details Dutta and Kayal [23] and Bayoud et al. [24].
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This study is motivated by several key factors: (1) The broad applicability of the stress-strength
reliability model across various fields, and the need to examine it under complex censoring schemes,
such as the UTIPHC plan, rather than under complete data or simple censoring types. (2) The Weibull
distribution’s flexibility in modeling lifetime data, making it suitable for reliability studies. (3) The
UTIPHC plan, despite its usefulness, has received limited attention in the literature, likely due to
its structural complexity involving four key parameters. (4) Existing research has primarily focused
on likelihood-based estimation under the UTIPHC scheme, with little to no attention given to the
maximum product of spacings (MPS) method or Bayesian estimation using the spacing function (SF),
which in some cases can yield more reliable results than classical approaches. Therefore, the main
goal of this study is to estimate the stress-strength reliability parameter R = P(Y < X) assuming
that both stress and strength follow independent Weibull distributions, and the data are collected
under the UTIPHC scheme. The main objectives of this research can be outlined as: (1) To derive the
maximum likelihood estimator (MLE) and the maximum product of spacings estimator (MPSE) for
the stress-strength reliability parameter R = P(Y < X), along with their corresponding approximate
confidence intervals (ACIs). (2) To investigate Bayesian estimation of R = P(Y < X) using both
likelihood-based and spacing-based approaches, including point estimates and credible intervals. (3)
To assess the performance of the proposed estimators through extensive simulation studies under
different UTIPHC scheme configurations. (4) To demonstrate the practical utility of the methods by
applying them to real-life reliability data sets. In this study, we use the squared error loss function
to obtain the Bayes estimator of R. This choice can be justified by the importance and wide use of
this loss function, although any loss function can be easily used. In addition, the Bayes estimates are
obtained numerically through sampling from the posterior distribution using Markov Chain Monte
Carlo (MCMC) techniques, as closed-form estimators cannot be derived. In this study, the Bayes
estimator of R = P(Y < X) is derived under the squared error loss function, chosen due to its
widespread use and practical relevance. Although alternative loss functions could be applied, the
squared error loss offers a straightforward and interpretable criterion. Since closed-form solutions are
not available, the Bayes estimates are computed numerically by drawing samples from the posterior
distributions using Markov Chain Monte Carlo (MCMC) techniques.

The remainder of this paper is organized as follows: Section 2 presents the derivation of the
MLE and ACI for R. Section 3 discusses the MPSE and the associated ACI. Section 4 explores the
Bayesian estimates and Bayes credible intervals (BCIs) using both likelihood-based and spacings-
based approaches. Section 5 reports the results of a simulation study comparing the accuracy and
performance of the various proposed methods. Section 6 presents the analysis of microdroplet datasets
to illustrate the applicability of the methods. Finally, Section 7 concludes the paper by highlighting the
key findings of the study.

2 Likelihood Estimation

In this section, we study the MLE and ACI of the stress-strength reliability parameter R = P(Y <

X) for the Webull distribution using UTIPHC samples. Let x be an observed UTIPHC sample taken
from a Weibull population with scale parameter γ1 and shape parameter φ, and let y denote to the
observed UTIPHC sample selected from a population that follows the Weibull distribution with scale
parameter γ2 and shape parameter φ. In this section, we use the same predefined quantities, n, k, m,
T1, T2, d1, and d2 as described earlier to obtain the observed UTIPHC sample x. Similarly, to generate
the observed UTIPHC sample y, we utilize a second set of quantities marked with an asterisk, namely
n∗, k∗, m∗, T ∗

1 , T ∗
2 , d∗

1 , and d∗
2 along with the progressive censoring scheme S = (S1, . . . , Sm∗). In this

https://www.scipedia.com/public/Nassar_et_al_2026 5

https://www.scipedia.com/public/Nassar_et_al_2026


M. Nassar, R. Alotaibi, and A. Elshahhat,

Analysis of airflow velocity on microdroplets using weibull stress-stress

reliability index under unified type-i progressive hybrid data,

Rev. int. métodos numér. cálc. diseño ing. (2026). Vol.42, (1), 10

case, the joint LF of ϑ = (γ1, γ2, φ)� can be expressed as

L(ϑ ; x, y) =
{

J∏
i=1

g(xi)[1 − G(xi)]Ri [1 − G(T)]R∗
}{

D∏
i=1

g(yi)[1 − G(yi)]Si [1 − G(T ∗)]S∗
}

, (5)

where

(D, T ∗, S∗) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(
m∗, 0, n∗ − m∗ −∑m∗−1

i=1 Si

)
, for Case I,(

d∗
1 , T ∗

1 , n∗ − d∗
1 −∑d∗

1
i=1 Si

)
, for Case II,(

k∗, 0, n∗ − k∗ −∑k∗−1

i=1 Si

)
, for Case III,(

d∗
2 , T ∗

2 , n∗ − d∗
2 −∑d∗

2
i=1 Si

)
, for Case IV

.

Then, based on the PDF in (1), the CDF in (2) and the LF in (6), we can write the LF of ϑ as

L(ϑ ; x, y) = γ J
1 γ D

2 φJ+D exp {φH − γ1η(x; φ) − γ2ζ(y; φ)} , (6)

where
H = ∑J

i=1 log(xi)+∑D

i=1 log(yi), η(x; φ) = ∑J

i=1(1+Ri)x
φ

i +R∗Tφ, and ζ(y; φ) = ∑D

i=1(1+Si)y
φ

i +S∗T ∗φ.

The log-LF of (6) follows

l(ϑ ; x, y) = J log(γ1) + D log(γ2) + (J + D) log(φ)φH − γ1η(x; φ) − γ2ζ(y; φ). (7)

By differentiating the objective function in (7) with respect to each parameter γ1, γ2, and φ, we
obtain a system of normal equations. These equations can be solved simultaneously to compute the
MLEs, denoted by ϑ̂ = (γ̂1, γ̂2, φ̂)�. The normal equations are as follows

∂l(ϑ ; x, y)

∂γ1

= J
γ1

− η(x; φ) = 0,
∂l(ϑ ; x, y)

∂γ2

= D
γ2

− ζ(y; φ) = 0 (8)

and
∂l(ϑ ; x, y)

∂φ
= J + D

φ
+ H − γ1η1(x; φ) − γ2ζ1(y; φ) = 0, (9)

where η1(x; φ) = ∑J

i=1(1 + Ri)x
φ

i log(xi) + R∗Tφ log(T), and ζ1(y; φ) = ∑D

i=1(1 + Si)y
φ

i log(yi) +
S∗T ∗φ log(T ∗).

Using the first two normal equations, we can derive closed-form expressions for the MLEs of γ1

and γ2 as functions of the unknown shape parameter φ, as follows

γ̂1(φ) = J
η(x; φ)

, and γ̂2(φ) = D
ζ(y; φ)

. (10)

It is clear from (10) that the MLEs γ̂1 and γ̂2 can be directly computed once the MLE φ̂ is known.
To obtain φ̂, we substitute γ1 and γ2 with their respective MLEs in the normal equation given in (12).
The value of φ̂ is then obtained iteratively as the solution to the fixed-point equation w(φ) = φ, where

w(φ) =
[

Jη∗(x; φ) + Dζ ∗(y; φ) − H
J + D

]−1

, (11)
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where η∗(x; φ) = η1(x; φ)

η(x; φ)
and ζ ∗(y; φ) = ζ1(y; φ)

ζ(y; φ)
. The equation in (11) can be solved using an iterative

approach defined by the update rule w(φ(j)) = φ(j+1), where φ(j) denotes the value at the jth iteration.
After obtaining the MLE φ̂, the MLEs of γ1 and γ2 can be calculated using (10) as γ̂1 = γ̂1(φ̂) and
γ̂2 = γ̂2(φ̂). Accordingly, the MLE of the stress-strength reliability parameter R = P(Y < X) can be
obtained using the invariance property of the MLEs as follows

R̂ = Jζ(y; φ̂)

Dη(x; φ̂) + Jζ(y; φ̂)
.

The ACI for the stress-strength reliability parameter R = P(Y < X) can be constructed using the
asymptotic properties of its MLE R̂. To do so, it is necessary to estimate the variance of R̂. As outlined
by [5], this variance can be approximated using the delta method. This technique requires the variance-
covariance matrix of the model’s parameters. Since deriving the Fisher information matrix analytically
can be challenging, we approximate the variance-covariance matrix by inverting the observed Fisher
information matrix, as shown below

�(ϑ̂) =
⎡⎣−l11 0 −l13

−l22 −l23

−l33

⎤⎦−1

=
⎡⎣V̂11 0 V̂13

V̂22 V̂23

V̂33

⎤⎦ ,

where

l11 = − J
γ 2

1

, l22 = − D
γ 2

2

, l13 = η1(x; φ), l23 = ζ1(y; φ),

and

l33 = −J + D
φ2

− γ1η2(x; φ) − γ2ζ2(y; φ), (12)

where all the above elements are evaluated at the MLEs of the model parameter, η2(x; φ) = ∑J

i=1(1 +
Ri)x

φ

i log2
(xi) + R∗Tφ log2

(T), and ζ2(y; φ) = ∑D

i=1(1 + Si)y
φ

i log2
(yi) + S∗T ∗φ log2

(T ∗).

By applying the delta method, we can approximate the variance of the MLE of R = b(ϑ) as

V̂R ≈ ���(ϑ̂)�, (13)

where

�� =
(

∂b(ϑ)

∂γ1

,
∂b(ϑ)

∂γ2

,
∂b(ϑ)

∂φ

)
is the gradient vector of b(ϑ) evaluated at the MLEs of the unknown parameters and given by �� =(
γ̂2, −γ̂1, 0

)
/(γ̂1 + γ̂2)

2. As a result, we can write V̂R in (13) after some simplifications as

V̂R ≈ γ̂ 2
2 V̂11 + γ̂ 2

1 V̂22

(γ̂1 + γ̂2)2
.

Accordingly, for a given significance level α, the 100%(1 − α) ACI of R can be constructed as⎛⎝ γ̂1 − zα/2

√
γ̂ 2

2 V̂11 + γ̂ 2
1 V̂22

γ̂1 + γ̂2

,
γ̂1 + zα/2

√
γ̂ 2

2 V̂11 + γ̂ 2
1 V̂22

γ̂1 + γ̂2

⎞⎠ ,
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where zα/2 represents the critical value from the standard normal distribution N(0, 1) that corresponds

to the upper
α

2
percentile.

3 Product of Spacings Estimation

In this section, we aim to derive the MPSE and its corresponding ACI for the stress-strength
reliability parameter R. In recent years, the MPS method has attracted increased attention due to its
desirable properties, which are similar to those of the likelihood method. In some cases, particularly
with small samples, which are common in censored data, the MPS method can yield more accurate
and stable estimates. This estimation technique was independently proposed by Cheng and Amin [25]
and Ranneby [26]. Some recent works on the MPS estimation method include studies by Kateri nd
Nikolov [27] and Nassar et al. [28]. Using the two observed UTIPHC samples x and y, the MPSEs are
obtained by maximizing the following product of SF, without constant terms,

P(ϑ ; x, y) =
{

J+1∏
i=1

[G(xi) − G(xi−1)]
J∏

i=1

[1 − G(xi)]Ri [1 − G(T)]R∗
}

×
{

D+1∏
i=1

[G(yi) − G(yi)]
D∏

i=1

[1 − G(yi)]Si [1 − G(T ∗)]S∗
}

. (14)

Let ai = xφ

i − xφ

i−1 and ci = yφ

i − yφ

i−1, then it follows from the CDF given by (2) and the SF in (14),
after some simplifications, that

P(ϑ ; x, y) = exp

{
J+1∑
i=1

log (eγ1ai − 1) +
D+1∑
i=1

log (eγ2ci − 1) − γ1η(x; φ) − γ2ζ(y; φ)

}
. (15)

The log-SF can be expressed as

p(ϑ ; x, y) =
J+1∑
i=1

log (eγ1ai − 1) +
D+1∑
i=1

log (eγ2ci − 1) − γ1η(x; φ) − γ2ζ(y; φ). (16)

The three normal equations that need to be solved simultaneously to obtain the MPSEs of the
unknown parameters are given by

∂p(ϑ ; x, y)

∂γ1

=
J+1∑
i=1

ai

1 − e−γ1ai
− η(x; φ) = 0, (17)

∂p(ϑ ; x, y)

∂γ2

=
D+1∑
i=1

ci

1 − e−γ2ci
− ζ(y; φ) = 0 (18)

and

∂p(ϑ ; x, y)

∂φ
= γ1

J+1∑
i=1

a∗
i

1 − e−γ1ai
+ γ2

D+1∑
i=1

c∗
i

1 − e−γ2ci
− γ1η1(x; φ) − γ2ζ1(y; φ) = 0, (19)

where a∗
i = xφ

i log(xi) − xφ

i−1 log(xi−1) and ci = yφ

i log(yi) − yφ

i−1 log(yi−1).

Clearly, in contrast to the likelihood estimation method, closed-form solutions are unavailable for
the scale or shape parameters when using the MPS approach. Therefore, to obtain the MPSEs of the
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unknown parameters, numerical methods such as the Newton-Raphson algorithm must be used. Upon
getting the MPSEs, denoted by γ̃1, γ̃1 and φ̃, the MPSE of the stress-strength reliability parameter R
can be derived using the invariance property of the MPSEs as follows

R̃ = γ̃1

γ̃1 + γ̃2

.

By estimating the variance-covariance matrix based on the MPSEs ϑ̃ = (γ̃ 1, γ̃ 2, φ̃)�, and then
applying the delta method to approximate the variance of the estimator R̃, we can construct the
100%(1−α) ACI for the stress-strength parameter R in a manner similar to that used in the likelihood
estimation approach. Let us first estimate the variance-covariance matrix as follows

�∗
(ϑ̃) =

⎡⎣ −p11 0 −p13

−p22 −p23

−p33

⎤⎦−1

=
⎡⎣ Ṽ ∗

11 0 Ṽ ∗
13

Ṽ ∗
22 Ṽ ∗

23

Ṽ ∗
33

⎤⎦ ,

where

p11 =
J+1∑
i=1

a2
i e

−γ1ai

(1 − e−γ1ai)
2 , p22 =

D+1∑
i=1

c2
i e

−γ2ci

(1 − e−γ2ci)
2 ,

p33 = γ1

J+1∑
i=1

νi

1 − e−γ1ai
+ γ2

D+1∑
i=1

κi

1 − e−γ2ci
− γ1η2(x; φ) − γ2ζ2(y; φ),

p13 =
J+1∑
i=1

a∗
i

1 − e−γ1ai

(
1 − γ1aie−γ1ai

1 − e−γ1ai

)
− η1(x; φ)

and

p23 =
D+1∑
i=1

c∗
i

1 − e−γ2ci

(
1 − γ2cie−γ2ci

1 − e−γ2ci

)
− ζ1(y; φ),

where νi = a�

i − γ1a2∗
i e−γ1ai

1 − e−γ1ai
, κi = c�

i − γ2c2∗
i e−γ2ci

1 − e−γ2ci
, a�

i = xφ

i log2
(xi) − xφ

i−1 log2
(xi−1) and c�

i = yφ

i log2
(yi) −

yφ

i−1 log2
(yi−1).

Then, by applying the delta method, similar to the approach used in the likelihood estimation
discussed in the previous section, the variance of R can be approximated as follows

ṼR ≈ γ̃ 2
2 Ṽ11 + γ̃ 2

1 Ṽ22

(γ̃1 + γ̃2)2
.

The 100%(1 − α) ACI of R in this case can be obtained as⎛⎝ γ̃1 − zα/2

√
γ̃ 2

2 Ṽ11 + γ̃ 2
1 Ṽ22

γ̃1 + γ̃2

,
γ̃1 + zα/2

√
γ̃ 2

2 Ṽ11 + γ̃ 2
1 Ṽ22

γ̃1 + γ̃2

⎞⎠ .

4 Bayesian Estimation

This section focuses on the Bayesian estimation of the stress-strength reliability parameter R for
the Weibull distribution when UTIPHC samples are involved. While classical estimation methods
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perform well with large or complete samples, they can lead to unreliable results when dealing with
small samples or censored data. In such situations, the Bayesian approach offers an advantage by
incorporating prior knowledge, often leading to more accurate estimates. The first step in this process
is to specify suitable prior distributions for the unknown parameters. From the LF in (6), it is clear that
the gamma distribution serves as a conjugate prior for the scale parameters γ1 and γ2. However, there is
no known conjugate prior for the shape parameter φ. Following the approach of Asgharzadeh et al. [5],
we also adopt a gamma prior for the shape parameter in this study. Let γ1 ∼ Gamma(b1, h1),
γ2 ∼ Gamma(b2, h2), and φ ∼ Gamma(b3, h3), where the hyper-parameters bj and hj, for j = 1, 2, 3,
are all positive. Then, the joint prior distribution of ϑ as

π(ϑ) ∝ γ
b1−1

1 γ
b2−1

2 φb3−1 exp {h1γ1 − h2γ2 − h3φ} , γ1, γ2, φ > 0. (20)

As mentioned earlier, the Bayes estimators will be obtained using two forms of the posterior
distribution. The first is based on the LF, and the second is derived using the SF. By combining the LF
in (6) with the prior distribution in (20), we can express the first version of the posterior distribution
as follows

Q1(ϑ |x, y) = 1
A1

γ
J+b1−1

1 γ
D+b2−1

2 φJ+D+b3−1 exp {φ(H − h3) − γ1[η(x; φ) + h1] − γ2[ζ(y; φ) + h2]} , (21)

where

A1 =
∫ ∞

0

∫ ∞

0

∫ ∞

0

π(ϑ)L(ϑ ; x, y)dγ1dγ2dφ

Likewise, by combining the SF in (15) with prior distribution in (20), the second version of the
posterior distribution of the unknown parameters ϑ can be written as

Q2(ϑ |x, y) = 1
A2

γ
b1−1

1 γ
b2−1

2 φb3−1 exp
{ J+1∑

i=1

log (eγ1ai − 1) +
D+1∑
i=1

log (eγ2ci − 1)

− γ1[η(x; φ) + h1] − γ2[ζ(y; φ) + h2] − h3φ

}
, (22)

where

A2 =
∫ ∞

0

∫ ∞

0

∫ ∞

0

π(ϑ)P(ϑ ; x, y)dγ1dγ2dφ

Let R̂LF denote the Bayes estimator of R = P(Y < X) obtained under the squared error loss
function using the posterior distribution in (21). Similarly, let R̃SF represent the Bayes estimator derived
from the alternative posterior in (22). Both estimators are calculated as posterior means. However, due
to the complex forms of the posterior distributions, these estimators cannot be expressed in closed
form. In this study, we utilize numerical approximation methods, particularly the MCMC techniques,
to estimate the stress-strength reliability parameter R, including both point estimates and BCIs. To
apply the MCMC approach, we begin with the first form of the posterior distribution based on the
LF, as given in (21). The initial step is to derive the full conditional distributions, which can be obtained
directly from the posterior distribution in (21) as follows

Q1(γ1|ϑ−γ1
, x, y) ∝ γ

J+b1−1
1 exp {−γ1[η(x; φ) + h1]} , (23)

Q1(γ2|ϑ−γ1
, x, y) ∝ γ

D+b2−1
2 exp {−γ2[ζ(y; φ) + h2]} , (24)
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and

Q1(φ|ϑ−φ, x, y) ∝ φJ+D+b3−1 exp {φ(H − h3) − γ1[η(x; φ) + h1] − γ2[ζ(y; φ) + h2]} . (25)

It is evident from (23) and (24) that the conditional distributions of γ1 and γ2 are gamma-
distributed, allowing for straightforward sampling. However, the full conditional distribution of φ,
given by (25), does not belong to any standard distributional family. As a result, we adopt the
Metropolis-Hastings (M-H) algorithm with a normal proposal distribution within the Gibbs sampling
framework to generate the required MCMC samples. The sampling procedure can be implemented by
following the steps outlined in Algorithm 1.

Algorithm 1: The MCMC Sampling Procedure

Step 1. Put j = 1 and
(
γ

(0)

1 , γ (0)

2 , φ(0)
) = (γ̂1, γ̂2, φ̂).

Step 2. Simulate a candidate value φ(j) using Q1(φ|ϑ−φ, x, y) using the M-H seps:

- Get φ∗ using N
(
φ(j−1), V̂33

)
.

- Calculate the acceptance ratio:

ψ = min

[
1,

Q1(φ
∗|ϑ (j−1)

−φ
, x, y)

Q1(φ(j−1)|ϑ (j−1)

−φ
, x, y)

]
.

- Obtain u, u ∼ U(0, 1).
- Put φ(j) = φ∗ if u ≤ ψ , or φ(j) = φ(j−1), otherwise.

Step 3. Use the updated value of φ(j) to generate:
- γ

(j)
1 from Gamma

(
J + b1, η(x; φ(j)) + h1

)
.

- γ
(j)

2 from Gamma
(
D + b2, ζ(y; φ(j)) + h2

)
.

Step 4. At iteration j, calculate R as:

R(j) = γ
(j)

1

γ
(j)

1 + γ
(j)

2

.

Step 5. Set j = j + 1.
Step 6. Redo Steps 2 to 5, M times to compute

{
R(1),R(2), . . . ,R(M)

}
.

Using the MCMC samples generated, and applying the squared error loss function, the Bayes
estimate of the stress-strength reliability parameter R can be obtained. After discarding the initial B
samples as a burn-in period, the Bayes estimate can be computed using the remaining MCMC samples,
denoted by M̄, as

R̂LF = 1

M̄

M̄∑
j=1

R(j), M̄ = M − B.

After sorting the remaining samples of size M̄ as
{
R[1],R[2], . . . ,R[M̄]

}
, we can construct the

100%(1 − α) BCI of R as{
R[αM̄/2],R[(1−α/2)M̄]

}
.

To obtain the Bayes estimate of R using the second version of the posterior distribution derived
using the SF, we first need to derive the full conditional distributions of γ1, γ2 and φ based on the
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posterior distribution in (22) as follows

Q2(γ1|ϑ−γ1
, x, y) ∝ γ

b1−1
1 exp

{ J+1∑
i=1

log (eγ1ai − 1) − γ1[η(x; φ) + h1]
}

, (26)

Q2(γ2|ϑ−γ2
, x, y) ∝ γ

b2−1
2 exp

{ D+1∑
i=1

log (eγ2ci − 1) − γ2[ζ(y; φ)

}
(27)

and

Q2(φ|ϑ−φ, x, y) ∝ φb3−1 exp
{ J+1∑

i=1

log (eγ1ai − 1) +
D+1∑
i=1

log (eγ2ci − 1)

− γ1η(x; φ) − γ2ζ(y; φ) − h3φ

}
. (28)

It is obvious that the three conditional distributions presented by (26)–(28) do not correspond
to any common probability distributions. Consequently, we operate the M-H algorithm utilizing a
normal proposal distribution for each parameter, as represented in Step 2 of Algorithm 1, to yield the
required MCMC samples. Algorithm 2 summarizes the steps of M-H sampling process.

Algorithm 2: The M-H Sampling for Stress-Stress Reliability

Step 1. Set j = 1 and
(
γ

(0)

1 , γ (0)

2 , φ(0)
) = (γ̃1, γ̃2, φ̃).

Step 2. Use the M-H algorithm as discussed in Step 2 in Algorithm 1 to obtain:

- γ
(j)

1 from Q2(γ1|ϑ−γ1
, x, y) using N

(
γ

(j−1)

1 , V̂11

)
.

- γ
(j)

2 from Q2(γ2|ϑ−γ2
, x, y) with N

(
γ

(j−1)

2 , V̂22

)
.

- φ(j) from Q2(φ|ϑ−φ, x, y) with N
(
φ(j−1), V̂33

)
.

Step 3. Compute R at iteration number j as:

R∗(j) = γ
(j)

1

γ
(j)

1 + γ
(j)

2

.

Step 4. Update j by j + 1.
Step 5. Redo Steps 2 to 4 M times to compute

{
R∗(1),R∗(2), . . . ,R∗(M)

}
.

Similar to the case of obtaining the Bayes estimate using the LF, we can obtain the Bayes estimate
of R using the posterior distribution derived based on the SF, after the burn-in period B, as follows

R̂SF = 1

M̄

M̄∑
j=1

R∗(j).

In addition, by sorting the remaining MCMC samples as
{
R∗[1],R∗[2], . . . ,R[∗M̄]

}
, the 100%(1 −α)

BCI of R follows{
R∗[αM̄/2],R∗[(1−α/2)M̄]

}
.
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5 Numerical Comparisons

This section presents an extensive Monte Carlo simulation study designed to validate the esti-
mators derived from the established theoretical results discussed earlier. To rigorously examine the
behavior of both point and interval estimators for the parameters γi, i = 1, 2, φ, and the stress-strength
reliability index R, we implemented a simulation experiment utilizing 1000 independent UTIPHC
samples generated from W(γ1, γ2, φ) = (0.5, 1.5, 0.5) distribution. Subsequently, the true value of R
corresponding to the specified population is assumed to be 1

4
. To make a comprehensive comparison,

we incorporate several simulation setups characterized by censoring vectors R and Q, along with
varying settings for total sample sizes (ni, n∗

i ), number of effective observations (mi, m∗
i ), and censoring

termination bounds (Ti and T ∗
i ) for i = 1, 2. These experimental settings are comprehensively

summarized in Table 2. For each configuration listed in Table 2, two distinct termination time intervals
(Ti and T ∗

i ) for i = 1, 2 are considered, such as T1 = T ∗
1 (=0.5, 1.5) and T2 = T ∗

2 (=1, 2). The
study evaluates four different progressive Type-II censoring patterns. These strategies reflect various
censoring layouts, including left, middle, and right censoring schemes. For instance, from Group X , a
censoring pattern such as {(2�5, 0�5)} indicates that two survivors are randomly selected and withdrawn
from the test, and then no survivors are removed until the test is stopped.

Table 2: Comparison frameworks in Monte Carlo simulation

Test Group X Group Y

n (k, m) R n∗ (k∗, m∗) S

A1 20 (5, 10) (2�5, 0�5) 30 (10, 15) (3�5, 0�10)

A2 (0�2, 2�5, 0�3) (0�5, 3�5, 0�5)

A3 (0�5, 2�5) (0�10, 3�5)

A4 (10, 15) (1�5, 0�10) (15, 20) (2�5, 0�15)

A5 (0�5, 1�5, 0�5) (0�7, 2�5, 0�8)

A6 (0�10, 1�5) (0�15, 2�5)

B1 40 (10, 20) (2�10, 0�10) 50 (20, 30) (2�10, 0�20)

B2 (0�5, 2�10, 0�5) (0�10, 2�10, 0�10)

B3 (0�10, 2�10) (0�20, 2�10)

B4 (20, 30) (1�10, 0�20) (30, 40) (1�10, 0�30)

B5 (0�10, 1�10, 0�10) (0�15, 1�10, 0�15)

B6 (0�20, 1�10) (0�30, 1�10)

C1 60 (20, 40) (2�10, 0�30) 70 (30, 50) (2�10, 0�40)

C2 (0�15, 2�10, 0�15) (0�20, 2�10, 0�20)

C3 (0�30, 2�10) (0�40, 2�10)

C4 (30, 50) (1�10, 0�40) (40, 60) (1�10, 0�50)

C5 (0�20, 1�10, 0�20) (0�25, 1�10, 0�25)

C6 (0�40, 1�10) (0�50, 1�10)
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After assigning the values of ni, n∗
i , mi, m∗

i , ki, k∗
i , T1, T ∗

1 , T2, T ∗
2 (for i = 1, 2), R, and S, to generate

a UTIPHC sample, do the next procedure:

Step 1: Set the true values of W(γ1, φ) population model.

Step 2: Simulate a progressive Type-II censored dataset as:

(a) Simulate q independent random variables q1, q2, . . . , qm from uniform U(0, 1) distribution.

(b) Compute �i = q
(

i+∑m
j=m−i+1 Rj

)−1

i for i = 1, 2, . . . , m.

(c) Obtain Ui = 1 −∏m

j=m−i+1 �j for i = 1, 2, . . . , m.

(d) Generate a progressive Type-II censored sample of size m from the W(γ1, φ) distribution using
the inversion method:

Xi =
[
− 1

γ1

log (1 − log(ui))

] 1
φ

, i = 1, 2, . . . , m.

Step 3: Identify di at Ti (for i = 1, 2).

Step 4: Identify the UTIPHC data type as:

a. Case-1: If Xk:n < Xm:n < T1 < T2; stop the test at Xm:n;

b. Case-2: If Xk:n < T1 < Xm:n < T2 (or Xk:n < T1 < T2 < Xm:n); stop the test at T1;

c. Case-3: If T1 < Xk:n < Xm:n < T2 (or T1 < Xk:n < T2 < Xm:n); stop the test at Xk:n;

d. Case-4: If T1 < T2 < Xk:n < Xm:n; stop the test at T2.

Step 5: Redo Steps 1–4 for the W(γ2, φ) population.

To specify the hyperparameters bi and hi (i = 1, 2) governing the joint gamma prior distribution on
the scale parameters γi, i = 1, 2, based on the approach of synthetically generated historical datasets
suggested by Nassar and Elshahhat [29]. By gathering 10,000 past complete datasets, each with size
50, when (b3, h3) = (1, 2) is taken as without loss of generality, the hyperparameter values (b1, b2, h1, h2)

of γi, i = 1, 2, are assigned to be:

• (75.7121, 77.8578, 147.383, 50.4344) from LF;

• (73.0298, 75.6217, 134.167, 46.3773) from SF.

To implement the MCMC procedure outlined in Section 4, we generate a total of 12,000 iterations
for each simulation run. The initial 2000 samples are discarded as burn-in to reduce the sensitivity
to initial starting values and ensure convergence of the chain. The remaining 10,000 post-burn-in
samples, derived under both the LF-based and SF-based Bayesian frameworks, are utilized to compute
the posterior samples. From these retained samples, Bayes MCMC and corresponding 95% BCI
estimates are obtained for the model parameters φ and γi, i = 1, 2, and the stress-strength reliability
measure R.

Once the generation of 1000 UTIPHC samples is collected, we conduct the estimation of the
parameters γi, i = 1, 2, φ, and the stress-strength reliability measure R using two well-established
packages within the programming environment (version 4.2.2) by R Core Team [30]:

• The package, introduced by Henningsen and Toomet [31], is employed to derive the ML and
MPS estimates. This package is also utilized to estimate the two bounds of ACI-LF and ACI-SF.
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• The package, developed by Plummer et al. [32], supports the Bayesian analysis by offering a
comprehensive suite of functions for assessing convergence diagnostics and extracting posterior
summaries from MCMC output for all targeted parameters.

Specifically, the average point estimate (APE) of φ (for example) is computed as

APE(φ̈) = 1
1000

1000∑
i=1

φ̈ [i],

where φ̈ [i] denotes the computed point estimate of φ at ith simulated sample.

Next, two metrics of point assessments, namely root mean squared error (RMSE) and average
relative absolute bias (ARAB), are performed to see the superiority of φ, respectively, as

RMSE(φ̈) =
√

1
1000

∑1000

i=1

(
φ̈ [i] − φ

)2
,

and

ARAB(φ̈) = 1
1000

∑1000

i=1
φ−1

∣∣φ̈ [i] − φ
∣∣,

Additionally, two metrics of interval assessments at a significance percentage 5%, namely average
interval length (AIL) and coverage percentage (CP) are also considered as

AIL95%(φ) = 1
1000

∑1000

i=1

(
Uφ̈[i] − Lφ̈[i]

)
and

CP95%(φ) = 1
1000

∑1000

i=1
D

•(
L

φ̈[i] ;U
φ̈[i]

) (φ),

respectively, where D
•(·) is the indicator function and (L(·), U(·)) denotes the (lower, upper) sides of

the 95% ACI (or BCI) estimate of φ.

Tables 3–10 present the key performance metrics used to evaluate the proposed estimation
approaches. Specifically, Tables 3–6 report the RMSEs and ARABs in the first and second columns,
respectively, while Tables 7–10 list the AILs and CPs in the first and second columns, respectively. As a
result, based on estimation accuracy (minimized RMSE, ARAB, and AIL) and reliability (maximized
CP), we report the following assessments:

• Overall, the proposed estimators for γi (i = 1, 2), φ, and the stress-strength reliability measure
R demonstrate efficient and precise performance under various configurations.

• Estimation accuracy improves notably when n (or m) increases, as well as when the total number
of censored observations

∑m

i=1 Ri (or
∑m∗

i=1 Si) decreases. The same behavior is also reached when
n∗ (or m∗) increases.

• Extending the predefined experimental thresholds T1, T ∗
1 , T2, T ∗

2 (for i = 1, 2) helped us to
enhance estimator precision. Consequently, for practitioners constrained by testing resources,
maximizing test durations is advisable to achieve more reliable inference.

• The Bayesian MCMC estimators against LF-based (or SF-based), incorporating informative
gamma priors, consistently outperform frequentist in both point and interval scenarios.

• A comparative analysis of estimation techniques yields the following insights:
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• For point estimation approaches:
∗ For γi (i = 1, 2) and φ, the MPS approach outperforms the ML approach, whereas

ML proves superior to its competitor ML approach, for estimating R;

∗ For γi (i = 1, 2) and φ, the Bayes method using an SF-based approach outperforms
its competitor using an LF-based approach, whereas the Bayes method using an
SF-based approach is superior to its competitor using an LF-based approach for
estimating R.

• For interval estimation approaches:
∗ The ACI from SF-based offers superior performance for γi and φ, whereas the ACI

using LF-based is more effective for R;

∗ The BCI from SF-based offers superior performance for γi and φ, whereas the BCI
using LF-based is more effective for R.

• Assessing the proposed progressive censoring plans (listed in Table 2):
∗ Estimates of γi, i = 1, 2 show improved performance based on right–censoring used in

Ai, Bi, and Ci for i = 3, 6;

∗ Estimates of φ show improved performance based on middle censoring used in Ai, Bi,
and Ci for i = 2, 5;

∗ Estimates of R show improved performance based on left-censoring used in Ai, Bi, and
Ci for i = 1, 4.

• In summary, when a researcher or reliability practitioner is interested in analyzing data
structured by the UTIPHC sampling framework, the Bayes MCMC approach using LF-
based is recommended for estimating the Weibull stress-strength parameter. In contrast, the
Bayes MCMC approach using SF-based is recommended for estimating the Weibull model
parameters.

Table 3: Point assessments of γ1

Test MLE MPSE MCMC (LF-based) MCMC (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 0.596 0.435 0.791 0.455 0.394 0.657 0.524 0.350 0.622 0.559 0.325 0.461
A2 0.620 0.524 1.244 0.466 0.508 0.860 0.524 0.371 0.714 0.560 0.333 0.638
A3 0.567 0.472 0.965 0.422 0.437 0.796 0.528 0.369 0.691 0.563 0.329 0.629
A4 0.601 0.339 0.628 0.487 0.307 0.564 0.540 0.217 0.349 0.549 0.157 0.246
A5 0.670 0.343 0.637 0.137 0.313 0.573 0.531 0.279 0.532 0.540 0.193 0.295
A6 0.705 0.342 0.635 0.562 0.311 0.570 0.555 0.259 0.377 0.566 0.187 0.284
B1 0.537 0.307 0.579 0.462 0.294 0.523 0.547 0.141 0.223 0.609 0.124 0.188
B2 0.564 0.318 0.585 0.478 0.297 0.538 0.552 0.161 0.304 0.612 0.129 0.199
B3 0.543 0.312 0.582 0.462 0.296 0.535 0.552 0.147 0.254 0.614 0.127 0.198
B4 0.548 0.298 0.548 0.487 0.289 0.516 0.581 0.117 0.182 0.642 0.100 0.163
B5 0.545 0.300 0.564 0.484 0.292 0.521 0.580 0.128 0.186 0.640 0.109 0.171
B6 0.544 0.305 0.565 0.487 0.293 0.522 0.577 0.132 0.213 0.624 0.111 0.172
C1 0.521 0.279 0.528 0.471 0.270 0.487 0.561 0.101 0.157 0.559 0.086 0.139

(Continued)
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Table 3 (continued)

C2 0.525 0.282 0.535 0.472 0.279 0.499 0.564 0.109 0.167 0.563 0.087 0.141
C3 0.532 0.293 0.535 0.480 0.282 0.515 0.553 0.114 0.178 0.554 0.096 0.150
C4 0.586 0.266 0.490 0.490 0.255 0.463 0.610 0.080 0.128 0.588 0.068 0.110
C5 0.513 0.273 0.509 0.488 0.260 0.473 0.610 0.083 0.133 0.586 0.072 0.115
C6 0.534 0.277 0.518 0.492 0.266 0.486 0.606 0.085 0.136 0.584 0.073 0.118

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.596 0.430 0.781 0.447 0.350 0.657 0.519 0.326 0.621 0.554 0.248 0.299
A2 0.566 0.517 0.980 0.439 0.505 0.845 0.528 0.368 0.690 0.564 0.330 0.630
A3 0.576 0.457 0.835 0.482 0.431 0.782 0.542 0.352 0.660 0.576 0.329 0.622
A4 0.562 0.322 0.594 0.464 0.302 0.539 0.547 0.174 0.250 0.550 0.142 0.230
A5 0.484 0.339 0.629 0.575 0.312 0.572 0.562 0.206 0.298 0.577 0.168 0.276
A6 0.635 0.329 0.612 0.135 0.307 0.564 0.535 0.193 0.286 0.536 0.159 0.261
B1 0.527 0.305 0.578 0.454 0.292 0.523 0.552 0.126 0.204 0.609 0.115 0.186
B2 0.530 0.309 0.583 0.459 0.296 0.537 0.544 0.132 0.221 0.600 0.129 0.210
B3 0.528 0.307 0.582 0.462 0.294 0.531 0.536 0.128 0.208 0.585 0.126 0.196
B4 0.529 0.297 0.538 0.473 0.279 0.501 0.564 0.114 0.164 0.625 0.098 0.157
B5 0.538 0.300 0.541 0.479 0.285 0.503 0.581 0.117 0.171 0.640 0.105 0.170
B6 0.540 0.302 0.541 0.484 0.287 0.511 0.577 0.123 0.174 0.624 0.111 0.170
C1 0.577 0.272 0.509 0.470 0.270 0.482 0.539 0.094 0.154 0.538 0.082 0.132
C2 0.546 0.282 0.528 0.470 0.274 0.493 0.546 0.099 0.158 0.549 0.085 0.140
C3 0.526 0.289 0.530 0.469 0.279 0.505 0.564 0.099 0.159 0.560 0.092 0.147
C4 0.548 0.256 0.482 0.478 0.253 0.456 0.614 0.076 0.120 0.592 0.067 0.108
C5 0.521 0.260 0.486 0.480 0.258 0.464 0.606 0.077 0.126 0.587 0.071 0.115
C6 0.526 0.267 0.507 0.486 0.264 0.469 0.606 0.079 0.128 0.584 0.072 0.116

Table 4: Point assessments of γ2

Test MLE MPSE MCMC (LF-based) MCMC (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 1.756 0.751 0.399 1.442 0.535 0.324 1.688 0.242 0.181 1.554 0.162 0.093
A2 1.965 0.840 0.529 1.602 0.663 0.484 1.692 0.247 0.214 1.556 0.172 0.101
A3 1.858 0.774 0.429 1.563 0.687 0.350 1.687 0.249 0.194 1.549 0.176 0.098
A4 1.401 0.658 0.340 1.213 0.389 0.205 1.486 0.228 0.153 1.520 0.125 0.063
A5 1.336 0.729 0.382 1.302 0.423 0.252 1.443 0.234 0.178 1.485 0.139 0.069
A6 1.848 0.684 0.360 1.570 0.416 0.234 1.537 0.231 0.163 1.583 0.133 0.067
B1 1.735 0.555 0.297 1.533 0.324 0.174 1.678 0.218 0.129 1.571 0.114 0.058
B2 1.981 0.657 0.339 1.744 0.365 0.186 1.686 0.228 0.142 1.582 0.120 0.062
B3 1.746 0.579 0.330 1.535 0.336 0.179 1.676 0.221 0.135 1.575 0.115 0.059

(Continued)
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Table 4 (continued)

B4 1.383 0.492 0.268 1.277 0.255 0.140 1.668 0.177 0.111 1.576 0.104 0.054
B5 1.048 0.538 0.275 1.406 0.269 0.145 1.587 0.198 0.118 1.497 0.110 0.058
B6 1.285 0.496 0.272 1.395 0.263 0.141 1.658 0.183 0.115 1.559 0.108 0.057
C1 1.658 0.438 0.233 1.515 0.215 0.118 1.727 0.140 0.058 1.651 0.083 0.047
C2 1.532 0.472 0.245 1.415 0.246 0.135 1.720 0.167 0.108 1.639 0.102 0.052
C3 1.660 0.467 0.240 1.514 0.234 0.133 1.725 0.157 0.092 1.647 0.087 0.052
C4 1.280 0.328 0.162 1.205 0.176 0.091 1.660 0.106 0.018 1.570 0.042 0.019
C5 1.276 0.414 0.228 1.317 0.213 0.117 1.599 0.128 0.043 1.496 0.074 0.038
C6 1.242 0.364 0.178 1.173 0.183 0.099 1.653 0.117 0.034 1.560 0.049 0.025

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 1.646 0.656 0.393 1.410 0.495 0.293 1.688 0.279 0.147 1.549 0.139 0.074
A2 1.564 0.684 0.964 1.359 0.647 0.791 1.690 0.343 0.155 1.551 0.164 0.078
A3 1.638 0.714 0.763 1.478 0.680 0.345 1.681 0.293 0.150 1.543 0.144 0.077
A4 1.564 0.490 0.270 1.390 0.375 0.204 1.534 0.230 0.136 1.580 0.118 0.061
A5 1.305 0.586 0.363 1.208 0.412 0.225 1.538 0.252 0.140 1.568 0.135 0.068
A6 1.406 0.571 0.357 1.309 0.404 0.211 1.478 0.241 0.138 1.526 0.121 0.066
B1 1.531 0.479 0.249 1.410 0.319 0.166 1.680 0.218 0.128 1.571 0.112 0.058
B2 1.542 0.484 0.270 1.408 0.342 0.182 1.678 0.226 0.134 1.568 0.117 0.060
B3 1.555 0.481 0.257 1.427 0.333 0.175 1.685 0.219 0.129 1.575 0.114 0.059
B4 1.436 0.452 0.244 1.347 0.245 0.126 1.672 0.173 0.105 1.579 0.092 0.047
B5 1.737 0.472 0.247 1.402 0.261 0.135 1.587 0.182 0.112 1.497 0.110 0.057
B6 1.290 0.456 0.245 1.211 0.258 0.132 1.666 0.174 0.106 1.570 0.097 0.051
C1 1.544 0.431 0.204 1.460 0.196 0.105 1.700 0.094 0.058 1.617 0.071 0.036
C2 1.463 0.449 0.242 1.385 0.242 0.126 1.697 0.162 0.102 1.611 0.084 0.040
C3 1.533 0.438 0.235 1.441 0.224 0.117 1.698 0.118 0.066 1.616 0.080 0.040
C4 1.419 0.257 0.133 1.355 0.167 0.089 1.662 0.058 0.015 1.577 0.029 0.009
C5 1.579 0.358 0.178 1.413 0.184 0.096 1.638 0.078 0.039 1.534 0.067 0.030
C6 1.359 0.291 0.153 1.294 0.183 0.094 1.677 0.072 0.032 1.594 0.031 0.018

Table 5: Point assessments of φ

Test MLE MPSE MCMC (LF-based) MCMC (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 0.614 0.916 0.898 0.550 0.484 0.285 0.422 0.218 0.271 0.458 0.216 0.253
A2 0.546 0.430 0.609 0.508 0.427 0.238 0.435 0.200 0.217 0.466 0.180 0.179
A3 0.640 0.894 0.771 0.459 0.451 0.254 0.461 0.208 0.247 0.489 0.182 0.219
A4 0.613 0.213 0.332 0.613 0.192 0.204 0.432 0.167 0.190 0.478 0.133 0.164
A5 0.483 0.189 0.254 0.480 0.167 0.180 0.449 0.160 0.167 0.498 0.106 0.144

(Continued)
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Table 5 (continued)

A6 0.696 0.194 0.278 0.724 0.183 0.189 0.581 0.164 0.186 0.563 0.129 0.157
B1 0.609 0.169 0.242 0.575 0.158 0.174 0.472 0.149 0.149 0.580 0.090 0.129
B2 0.535 0.155 0.206 0.516 0.145 0.163 0.455 0.124 0.139 0.558 0.086 0.122
B3 0.548 0.157 0.222 0.520 0.150 0.165 0.465 0.129 0.141 0.569 0.089 0.127
B4 0.477 0.138 0.170 0.483 0.106 0.152 0.426 0.096 0.133 0.443 0.078 0.116
B5 0.505 0.099 0.161 0.506 0.082 0.137 0.508 0.079 0.125 0.543 0.070 0.112
B6 0.496 0.106 0.165 0.499 0.087 0.149 0.491 0.082 0.130 0.513 0.071 0.114
C1 0.527 0.097 0.157 0.519 0.079 0.129 0.466 0.075 0.121 0.539 0.065 0.103
C2 0.530 0.086 0.136 0.519 0.069 0.113 0.490 0.057 0.091 0.564 0.034 0.057
C3 0.533 0.089 0.144 0.520 0.070 0.118 0.491 0.068 0.106 0.564 0.046 0.075
C4 0.471 0.083 0.129 0.476 0.066 0.109 0.365 0.048 0.084 0.390 0.034 0.056
C5 0.496 0.078 0.116 0.497 0.062 0.098 0.429 0.029 0.048 0.459 0.027 0.041
C6 0.493 0.080 0.122 0.495 0.065 0.103 0.424 0.045 0.079 0.452 0.027 0.045

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.515 0.522 0.823 0.497 0.478 0.279 0.422 0.212 0.263 0.454 0.206 0.252
A2 0.520 0.428 0.466 0.527 0.311 0.222 0.419 0.197 0.198 0.452 0.175 0.172
A3 0.425 0.466 0.728 0.479 0.429 0.247 0.473 0.200 0.242 0.499 0.179 0.183
A4 0.479 0.198 0.225 0.519 0.179 0.202 0.590 0.147 0.180 0.631 0.115 0.164
A5 0.501 0.184 0.217 0.509 0.162 0.174 0.537 0.131 0.151 0.579 0.096 0.129
A6 0.432 0.191 0.220 0.134 0.165 0.188 0.475 0.139 0.159 0.518 0.106 0.134
B1 0.511 0.165 0.203 0.504 0.155 0.169 0.453 0.129 0.138 0.552 0.084 0.119
B2 0.511 0.148 0.181 0.504 0.138 0.148 0.461 0.114 0.129 0.562 0.080 0.110
B3 0.510 0.154 0.189 0.509 0.149 0.162 0.449 0.116 0.131 0.551 0.083 0.115
B4 0.484 0.115 0.156 0.490 0.097 0.146 0.426 0.085 0.124 0.443 0.074 0.100
B5 0.502 0.090 0.148 0.510 0.079 0.127 0.494 0.075 0.118 0.522 0.037 0.063
B6 0.496 0.092 0.151 0.500 0.082 0.141 0.500 0.076 0.121 0.525 0.065 0.094
C1 0.507 0.085 0.143 0.508 0.075 0.122 0.437 0.073 0.116 0.511 0.036 0.060
C2 0.509 0.079 0.121 0.514 0.066 0.108 0.419 0.051 0.082 0.484 0.030 0.053
C3 0.511 0.081 0.127 0.511 0.070 0.113 0.427 0.055 0.097 0.499 0.034 0.057
C4 0.498 0.076 0.117 0.503 0.065 0.105 0.406 0.046 0.081 0.433 0.026 0.041
C5 0.510 0.070 0.107 0.517 0.060 0.095 0.447 0.027 0.043 0.473 0.022 0.032
C6 0.508 0.072 0.111 0.512 0.063 0.100 0.460 0.028 0.045 0.485 0.023 0.036

Table 6: Point assessments of R

Test MLE MPSE MCMC (LF-based) MCMC (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 0.259 0.134 0.445 0.245 0.220 0.820 0.300 0.088 0.326 0.327 0.110 0.390

(Continued)
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Table 6 (continued)

A2 0.245 0.277 1.012 0.230 0.524 1.214 0.299 0.095 0.342 0.327 0.119 0.418
A3 0.478 0.222 0.819 0.454 0.339 1.028 0.301 0.091 0.341 0.329 0.113 0.398
A4 0.327 0.090 0.314 0.309 0.106 0.358 0.331 0.076 0.229 0.330 0.081 0.296
A5 0.096 0.105 0.371 0.290 0.116 0.418 0.335 0.086 0.316 0.333 0.094 0.361
A6 0.281 0.102 0.360 0.268 0.113 0.405 0.329 0.082 0.260 0.326 0.087 0.314
B1 0.243 0.087 0.274 0.238 0.089 0.337 0.307 0.067 0.214 0.339 0.076 0.260
B2 0.241 0.088 0.288 0.235 0.091 0.341 0.308 0.068 0.217 0.340 0.077 0.275
B3 0.227 0.089 0.313 0.220 0.102 0.355 0.307 0.071 0.227 0.339 0.081 0.292
B4 0.297 0.081 0.269 0.288 0.084 0.315 0.318 0.052 0.168 0.348 0.063 0.228
B5 0.350 0.085 0.272 0.337 0.088 0.332 0.328 0.055 0.174 0.355 0.067 0.240
B6 0.305 0.082 0.270 0.295 0.086 0.322 0.319 0.053 0.173 0.350 0.064 0.231
C1 0.243 0.068 0.217 0.240 0.079 0.290 0.306 0.042 0.127 0.315 0.059 0.204
C2 0.242 0.071 0.222 0.240 0.082 0.308 0.307 0.047 0.154 0.317 0.060 0.206
C3 0.268 0.077 0.227 0.262 0.083 0.311 0.304 0.049 0.157 0.316 0.061 0.216
C4 0.306 0.054 0.196 0.300 0.067 0.256 0.328 0.035 0.112 0.334 0.046 0.151
C5 0.350 0.061 0.211 0.341 0.073 0.284 0.335 0.038 0.125 0.344 0.057 0.196
C6 0.308 0.056 0.202 0.301 0.069 0.269 0.329 0.036 0.114 0.335 0.050 0.161

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.256 0.119 0.390 0.243 0.218 0.366 0.298 0.086 0.320 0.326 0.097 0.371
A2 0.265 0.250 1.006 0.245 0.520 0.318 0.300 0.090 0.325 0.329 0.110 0.403
A3 0.263 0.219 0.804 0.325 0.275 0.318 0.305 0.088 0.322 0.333 0.103 0.392
A4 0.267 0.089 0.306 0.253 0.098 0.343 0.327 0.074 0.228 0.322 0.081 0.275
A5 0.403 0.103 0.366 0.407 0.105 0.377 0.331 0.084 0.315 0.329 0.092 0.316
A6 0.393 0.092 0.354 0.287 0.104 0.370 0.331 0.077 0.233 0.326 0.086 0.314
B1 0.286 0.081 0.273 0.245 0.088 0.330 0.308 0.059 0.188 0.339 0.071 0.253
B2 0.254 0.083 0.286 0.246 0.090 0.334 0.303 0.065 0.207 0.333 0.076 0.263
B3 0.257 0.083 0.300 0.247 0.095 0.338 0.306 0.070 0.225 0.337 0.077 0.269
B4 0.270 0.072 0.236 0.261 0.084 0.315 0.313 0.050 0.168 0.343 0.062 0.227
B5 0.339 0.080 0.260 0.326 0.086 0.323 0.328 0.054 0.173 0.355 0.065 0.234
B6 0.297 0.075 0.251 0.286 0.084 0.318 0.319 0.053 0.171 0.348 0.063 0.228
C1 0.249 0.061 0.215 0.244 0.076 0.285 0.303 0.040 0.124 0.314 0.059 0.199
C2 0.252 0.062 0.220 0.246 0.078 0.305 0.305 0.042 0.139 0.317 0.059 0.204
C3 0.261 0.065 0.225 0.253 0.082 0.310 0.310 0.045 0.145 0.321 0.061 0.211
C4 0.268 0.052 0.194 0.262 0.066 0.256 0.329 0.034 0.108 0.334 0.046 0.149
C5 0.312 0.060 0.204 0.304 0.073 0.277 0.330 0.037 0.119 0.339 0.057 0.192
C6 0.278 0.055 0.199 0.272 0.069 0.262 0.325 0.035 0.113 0.331 0.048 0.157
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Table 7: Interval assessments of γ1

Test ACI BCI (LF-based) BCI (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 0.707 0.934 0.633 0.935 0.478 0.945 0.457 0.948
A2 0.783 0.925 0.700 0.927 0.484 0.945 0.465 0.947
A3 0.756 0.928 0.669 0.931 0.479 0.946 0.460 0.947
A4 0.605 0.940 0.481 0.944 0.444 0.951 0.423 0.953
A5 0.692 0.935 0.596 0.939 0.464 0.948 0.444 0.950
A6 0.670 0.938 0.582 0.941 0.457 0.950 0.437 0.951
B1 0.510 0.950 0.418 0.952 0.393 0.957 0.392 0.957
B2 0.541 0.945 0.472 0.947 0.430 0.953 0.410 0.955
B3 0.526 0.947 0.452 0.948 0.414 0.954 0.395 0.957
B4 0.401 0.956 0.372 0.960 0.363 0.962 0.360 0.962
B5 0.424 0.955 0.388 0.957 0.381 0.961 0.363 0.962
B6 0.436 0.953 0.401 0.955 0.388 0.959 0.375 0.960
C1 0.389 0.961 0.342 0.961 0.333 0.967 0.314 0.969
C2 0.391 0.958 0.363 0.961 0.343 0.965 0.329 0.967
C3 0.393 0.959 0.359 0.961 0.356 0.964 0.341 0.965
C4 0.330 0.962 0.324 0.963 0.283 0.970 0.274 0.972
C5 0.347 0.961 0.330 0.963 0.312 0.969 0.289 0.971
C6 0.351 0.960 0.338 0.962 0.327 0.969 0.295 0.970

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.655 0.938 0.586 0.942 0.475 0.948 0.451 0.950
A2 0.719 0.935 0.647 0.936 0.482 0.947 0.461 0.948
A3 0.678 0.937 0.619 0.939 0.470 0.949 0.456 0.949
A4 0.537 0.947 0.447 0.954 0.433 0.954 0.415 0.955
A5 0.618 0.941 0.526 0.944 0.456 0.951 0.440 0.951
A6 0.587 0.943 0.512 0.946 0.440 0.952 0.428 0.953
B1 0.458 0.956 0.413 0.959 0.392 0.958 0.382 0.960
B2 0.486 0.953 0.432 0.956 0.418 0.957 0.398 0.958
B3 0.473 0.954 0.429 0.957 0.413 0.957 0.394 0.958
B4 0.380 0.964 0.370 0.965 0.360 0.963 0.337 0.967
B5 0.392 0.963 0.381 0.964 0.363 0.962 0.362 0.963
B6 0.405 0.962 0.388 0.962 0.378 0.960 0.371 0.962
C1 0.356 0.968 0.333 0.969 0.320 0.971 0.308 0.971
C2 0.383 0.965 0.347 0.967 0.334 0.969 0.314 0.970
C3 0.366 0.966 0.359 0.967 0.343 0.965 0.336 0.967
C4 0.329 0.971 0.311 0.972 0.255 0.975 0.231 0.976
C5 0.334 0.970 0.320 0.971 0.287 0.973 0.274 0.974

(Continued)
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Table 7 (continued)

C6 0.345 0.969 0.329 0.970 0.309 0.972 0.286 0.972

Table 8: Interval assessments of γ2

Test ACI BCI (LF-based) BCI (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 1.510 0.867 1.181 0.868 0.437 0.921 0.354 0.924
A2 1.688 0.848 1.348 0.853 0.455 0.917 0.389 0.915
A3 1.642 0.853 1.285 0.861 0.444 0.920 0.365 0.921
A4 1.376 0.881 0.940 0.898 0.403 0.928 0.302 0.937
A5 1.453 0.873 0.971 0.892 0.429 0.923 0.346 0.926
A6 1.389 0.880 0.970 0.894 0.419 0.925 0.331 0.930
B1 1.103 0.893 0.766 0.921 0.293 0.950 0.268 0.946
B2 1.368 0.887 0.931 0.904 0.322 0.945 0.285 0.942
B3 1.253 0.890 0.863 0.912 0.318 0.946 0.273 0.945
B4 0.889 0.920 0.710 0.927 0.238 0.959 0.211 0.961
B5 1.096 0.909 0.763 0.924 0.275 0.952 0.237 0.954
B6 0.901 0.914 0.735 0.926 0.250 0.955 0.227 0.957
C1 0.699 0.930 0.631 0.932 0.174 0.967 0.120 0.969
C2 0.855 0.926 0.708 0.928 0.203 0.964 0.149 0.966
C3 0.753 0.929 0.680 0.931 0.195 0.966 0.130 0.968
C4 0.526 0.936 0.504 0.938 0.126 0.969 0.106 0.971
C5 0.661 0.930 0.625 0.932 0.139 0.968 0.118 0.969
C6 0.569 0.934 0.554 0.936 0.134 0.968 0.111 0.970

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 1.416 0.849 1.098 0.883 0.434 0.918 0.350 0.924
A2 1.464 0.843 1.336 0.863 0.440 0.917 0.366 0.920
A3 1.431 0.847 1.203 0.870 0.437 0.918 0.357 0.922
A4 1.287 0.874 0.919 0.907 0.414 0.923 0.281 0.942
A5 1.379 0.863 0.945 0.903 0.431 0.919 0.345 0.925
A6 1.329 0.869 0.925 0.906 0.427 0.920 0.296 0.939
B1 1.102 0.895 0.784 0.912 0.279 0.952 0.267 0.946
B2 1.257 0.877 0.893 0.908 0.294 0.948 0.279 0.943
B3 1.139 0.891 0.827 0.910 0.289 0.950 0.268 0.946
B4 0.845 0.923 0.709 0.925 0.217 0.961 0.203 0.961
B5 1.023 0.905 0.736 0.914 0.247 0.956 0.230 0.956
B6 0.853 0.916 0.723 0.918 0.235 0.958 0.220 0.959
C1 0.671 0.932 0.627 0.933 0.166 0.972 0.119 0.967

(Continued)
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Table 8 (continued)

C2 0.812 0.928 0.687 0.926 0.186 0.968 0.127 0.965
C3 0.723 0.931 0.639 0.930 0.184 0.968 0.124 0.966
C4 0.515 0.938 0.492 0.941 0.126 0.981 0.092 0.972
C5 0.638 0.933 0.609 0.935 0.136 0.979 0.106 0.970
C6 0.546 0.936 0.539 0.938 0.132 0.980 0.102 0.971

Table 9: Interval assessments of φ

Test ACI BCI (LF-based) BCI (SF-based)

{(T1, T2, T ∗
1 , T ∗

2 )} = {(0.5, 1.0, 0.5, 1.0)}

A1 0.722 0.915 0.519 0.918 0.525 0.932 0.480 0.935
A2 0.634 0.923 0.466 0.927 0.448 0.938 0.433 0.941
A3 0.672 0.918 0.486 0.923 0.466 0.934 0.453 0.938
A4 0.504 0.930 0.443 0.932 0.433 0.943 0.404 0.944
A5 0.431 0.937 0.401 0.941 0.391 0.948 0.384 0.950
A6 0.443 0.932 0.432 0.939 0.399 0.946 0.396 0.948
B1 0.404 0.938 0.394 0.945 0.377 0.952 0.347 0.956
B2 0.392 0.943 0.365 0.946 0.355 0.960 0.305 0.965
B3 0.403 0.941 0.375 0.945 0.361 0.956 0.325 0.961
B4 0.323 0.954 0.292 0.956 0.128 0.969 0.128 0.970
B5 0.297 0.956 0.285 0.959 0.116 0.972 0.106 0.976
B6 0.313 0.955 0.288 0.957 0.122 0.971 0.117 0.973
C1 0.292 0.958 0.270 0.960 0.112 0.973 0.101 0.977
C2 0.282 0.960 0.253 0.961 0.101 0.976 0.097 0.978
C3 0.291 0.959 0.265 0.960 0.102 0.975 0.100 0.977
C4 0.264 0.961 0.247 0.962 0.095 0.977 0.095 0.978
C5 0.239 0.962 0.238 0.963 0.078 0.979 0.077 0.980
C6 0.254 0.962 0.246 0.962 0.093 0.978 0.079 0.980

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.692 0.925 0.587 0.927 0.468 0.941 0.471 0.943
A2 0.571 0.932 0.452 0.933 0.435 0.947 0.418 0.948
A3 0.603 0.928 0.476 0.931 0.447 0.944 0.431 0.946
A4 0.467 0.934 0.435 0.935 0.420 0.946 0.398 0.948
A5 0.429 0.940 0.397 0.944 0.384 0.953 0.382 0.955
A6 0.432 0.935 0.419 0.942 0.398 0.952 0.393 0.954
B1 0.401 0.941 0.388 0.948 0.377 0.958 0.340 0.960
B2 0.367 0.946 0.356 0.950 0.342 0.967 0.302 0.969
B3 0.386 0.944 0.372 0.948 0.367 0.962 0.319 0.964

(Continued)
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Table 9 (continued)

B4 0.313 0.958 0.292 0.959 0.128 0.972 0.117 0.974
B5 0.292 0.959 0.284 0.961 0.116 0.975 0.101 0.979
B6 0.293 0.958 0.288 0.961 0.120 0.974 0.110 0.976
C1 0.291 0.961 0.269 0.961 0.105 0.976 0.100 0.980
C2 0.276 0.962 0.245 0.963 0.099 0.979 0.089 0.981
C3 0.285 0.962 0.252 0.962 0.101 0.979 0.092 0.980
C4 0.242 0.962 0.241 0.963 0.095 0.979 0.083 0.981
C5 0.224 0.963 0.238 0.964 0.077 0.982 0.073 0.982
C6 0.234 0.962 0.240 0.963 0.082 0.980 0.076 0.981

Table 10: Interval assessments of R

Test ACI BCI (LF-based) BCI (SF-based)

A1 0.278 0.957 0.303 0.955 0.119 0.976 0.143 0.975
A2 0.304 0.953 0.330 0.950 0.127 0.974 0.153 0.973
A3 0.290 0.955 0.312 0.952 0.122 0.975 0.149 0.974
A4 0.213 0.963 0.229 0.960 0.107 0.978 0.129 0.977
A5 0.265 0.959 0.280 0.957 0.115 0.976 0.139 0.975
A6 0.252 0.960 0.270 0.958 0.111 0.977 0.133 0.976
B1 0.198 0.969 0.204 0.967 0.101 0.979 0.119 0.977
B2 0.202 0.968 0.210 0.965 0.104 0.979 0.123 0.978
B3 0.212 0.963 0.228 0.961 0.106 0.978 0.125 0.977
B4 0.164 0.973 0.189 0.970 0.096 0.981 0.098 0.980
B5 0.194 0.969 0.203 0.967 0.101 0.979 0.118 0.978
B6 0.180 0.970 0.200 0.968 0.097 0.980 0.108 0.979
C1 0.156 0.974 0.183 0.972 0.080 0.982 0.089 0.981
C2 0.158 0.974 0.185 0.971 0.084 0.982 0.089 0.981
C3 0.163 0.973 0.186 0.971 0.088 0.982 0.095 0.981
C4 0.129 0.976 0.170 0.974 0.054 0.985 0.067 0.983
C5 0.150 0.975 0.180 0.973 0.069 0.984 0.076 0.982
C6 0.148 0.975 0.175 0.973 0.065 0.984 0.071 0.982

{(T1, T2, T ∗
1 , T ∗

2 )} = {(1.5, 2.0, 1.5, 2.0)}

A1 0.258 0.960 0.290 0.957 0.112 0.977 0.116 0.977
A2 0.291 0.955 0.315 0.953 0.121 0.976 0.125 0.976
A3 0.281 0.957 0.291 0.955 0.115 0.977 0.122 0.976
A4 0.209 0.965 0.223 0.963 0.092 0.980 0.108 0.979
A5 0.244 0.962 0.271 0.959 0.098 0.978 0.112 0.977
A6 0.244 0.963 0.256 0.960 0.093 0.979 0.109 0.978
B1 0.191 0.971 0.200 0.969 0.086 0.981 0.103 0.980

(Continued)
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Table 10 (continued)

B2 0.199 0.970 0.204 0.968 0.087 0.981 0.104 0.980
B3 0.207 0.965 0.222 0.963 0.090 0.980 0.107 0.979
B4 0.162 0.975 0.183 0.973 0.077 0.983 0.096 0.982
B5 0.189 0.972 0.198 0.969 0.079 0.981 0.101 0.980
B6 0.177 0.973 0.194 0.970 0.079 0.983 0.099 0.981
C1 0.150 0.977 0.174 0.974 0.070 0.984 0.083 0.983
C2 0.155 0.976 0.180 0.974 0.073 0.984 0.086 0.983
C3 0.161 0.976 0.181 0.973 0.074 0.985 0.089 0.983
C4 0.121 0.979 0.160 0.976 0.051 0.987 0.067 0.986
C5 0.141 0.977 0.173 0.975 0.060 0.986 0.075 0.984
C6 0.135 0.978 0.172 0.975 0.056 0.987 0.069 0.984

6 Microdroplets Data Analysis

Microdroplets serve as vectors for the transmission of infectious pathogens, including those
responsible for severe respiratory illnesses. Empirical evidence indicates that sneezing generates
aerosolized particles approximately 10 micrometers in diameter, which remain suspended in the
air. These aerosols can harbor viruses and other pathogenic microorganisms, facilitating airborne
transmission upon inhalation by susceptible individuals. Consequently, minimizing contact with
potentially contaminated surfaces, avoiding proximity to infected persons, and limiting exposure
to environments with active infections are critical mitigation strategies. Furthermore, variations in
ambient airflow velocity significantly influence the airborne persistence of microdroplets, thereby
modulating transmission risk; see and Rothman et al. [33].

For this purpose, in this part, we investigate the lifetime distribution of microdroplets in the
ambient environment, framed as an application of the stress-strength model. In the practical setup,
airflow velocity serves as the stress variable (X ), and the strength variable (Y ) denotes the maximum
aerodynamic load a droplet can withstand before fragmentation. This representation allows direct
estimation of the stress–strength reliability R, quantifying the likelihood of droplet failure under given
airflow conditions. This dataset was originally presented by Asadi et al. [34] and later rediscussed by
Nassar and Elshahhat [35]. We now analyze average particle diameters (measured in meters per second,
m/s) observed under two stress conditions: 0.35 m/s (with n = 15) and 0.20 m/s (with n∗ = 19); see
Table 11.

To assess the adequacy of the W distribution for modeling the microdroplet datasets, we first
obtain the MLEs of γi, i = 1, 2 and φ, along with their corresponding standard errors (Std.Ers).
Moreover, for more investigation, the 95% ACI estimates through LF-based of γi, i = 1, 2 and φ

are also calculated with their interval widths (IWs). These estimates are subsequently employed to
compute the Kolmogorov-Smirnov (KS) statistic and its associated p-value; see Table 12. Given that
the observed p-value substantially exceeds the conventional significance level of α = 5%, we conclude
that the W distribution provides a satisfactory fit to the microdroplet datasets.

https://www.scipedia.com/public/Nassar_et_al_2026 25

https://www.scipedia.com/public/Nassar_et_al_2026


M. Nassar, R. Alotaibi, and A. Elshahhat,

Analysis of airflow velocity on microdroplets using weibull stress-stress

reliability index under unified type-i progressive hybrid data,

Rev. int. métodos numér. cálc. diseño ing. (2026). Vol.42, (1), 10

Table 11: Time-to-fall of microdroplets in air

Data at 0.35 m/s

0.47 0.54 0.55 0.80 0.96 1.14 1.24 1.30 1.38 1.50
1.61 1.61 1.70 1.79 1.80

Data at 0.20 m/s

0.8 0.9 1.15 1.15 1.25 1.3 1.4 0.97 1.01 1.09
1.15 1.18 1.22 1.27 1.29 1.31 1.34 1.36 1.37

Table 12: Fitting summary of W lifespan model from microdroplet datasets

Group Par. MLE (Std.Er) ACI KS (p-Value)

Low. Upp. IW

X φ 3.1634 (0.6955) 1.8002 4.5266 2.7264 0.1463 (0.9051)
γ1 0.3656 (0.1451) 0.0813 0.6499 0.5686

Y φ 9.5116 (1.8168) 5.9508 13.072 7.1217 0.1034 (0.9872)
γ2 0.1178 (0.0626) 0.0005 0.2406 0.2401

Using a comprehensive suite of graphical diagnostics, Fig. 1 presents the goodness-of-fit assess-
ment for the proposed W lifetime model applied to the microdroplet datasets through six complemen-
tary visual tools:

1. Fitted density curves overlaid on empirical histograms of the microdroplet lifetimes, allowing
direct visual comparison between observed and modeled distributions;

2. Fitted reliability (survival) curves, highlighting the agreement between empirical survival
probabilities and the model’s predicted reliability function;

3. Probability–probability (PP) plots, evaluating the concordance between the empirical and
theoretical cumulative probabilities;

4. Quantile–quantile (QQ) plots, assessing how well the theoretical quantiles align with the
observed data across the distributional range;

5. Scaled total time on test (TTT) transforms, which provide an exploratory view of the underly-
ing hazard rate structure;

6. Contour plots of the log-likelihood function for the parameter space, used to examine
identifiability and estimation stability.

Panels (a)–(d) of Fig. 1 collectively demonstrate that the proposed W lifetime model offers an
excellent fit to both microdroplet datasets across multiple diagnostic perspectives. In particular, the
high degree of alignment in the PP and QQ plots, together with the close adherence of fitted curves to
empirical trends, confirm the model’s adequacy. Furthermore, the scaled TTT plots in Fig. 1e reveal
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a consistently increasing failure rate in both datasets—an expected and practically relevant hazard
pattern frequently associated with the W distribution family. Finally, the contour diagram in Fig. 1f
shows well-defined and unimodal likelihood surfaces for the MLEs of γi, i = 1, 2 and φ, ensuring
their existence and uniqueness. This property supports the use of these MLEs as reliable initial values
for all subsequent estimation and optimization procedures.

Figure 1: Visualization diagrams of the W lifespan model from microdroplet datasets (a–f)
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To examine the acquired point and interval estimators of γi, i = 1, 2, φ, and R, for each group
of microdroplet datasets listed in Table 11, four artificial UTIPHC samples (denoted by S[i], for i =
1, 2, 3) based on k = k∗ = 5, r = r∗ = 10, R = (1�5, 2�5), S∗ = (1�9, 0�1), and varying selections of
Ti and T ∗

i (i = 1, 2) are created; see Table 13. For each sample listed in Table 13, the point estimates
(along with their Std.Ers) and 95% interval estimates (along with their IWs) of γi, i = 1, 2, φ, and
R are computed using the proposed frequentist and Bayes methodologies; see Table 14. Given the
absence of informative prior knowledge regarding the W parameters from the microdroplet datasets,
all Bayesian analyses are performed using a joint improper gamma prior. Without loss of generality,
we set M = 50,000 with a burn-in period of size 10,000 iterations to obtain all Bayesian point and
credible inferences for γi, i = 1, 2, φ, and R. The initial values for the MCMC chains are chosen
based on the fitted frequentist estimates (provided in Table 14) of γi, i = 1, 2, and φ developed by ML
and MPS approaches. It is observed from Table 14 that the MCMC-based estimates for γi, i = 1, 2,
φ, or R exhibit desirable performance, yielding the smallest standard error estimates compared to all
frequentist counterparts. A similar pattern is observed when comparing the BCI estimates (through
LF-based and SF-based) to their competitive ACI estimates (through LF-based and SF-based) in
terms of shortest IWs.

Table 13: Artificial UTIPHC samples from microdroplet datasets

Sample T1(d1) T2(d2) R∗ (T , T ∗) Data
T ∗

1 (d
∗
1 ) T ∗

2 (d
∗
2 ) S∗

S[1] 1.75(10) 1.80(10) 0 (1.70, 1.34) 0.47, 0.54, 0.80, 0.96,
1.24, 1.30, 1.50, 1.61,
1.61, 1.70

1.35(10) 1.40(10) 0 0.80, 0.97, 1.01, 1.09,
1.15, 1.22, 1.25, 1.27,
1.29, 1.34

S[2] 1.65(8) 1.70(8) 2 (1.65, 1.40) 0.47, 0.80, 1.14, 1.24,
1.30, 1.38, 1.50, 1.61

1.40(8) 1.45(8) 3 0.80, 1.01, 1.09, 1.18,
1.22, 1.27, 1.31, 1.36

S[3] 0.85(3) 1.35(5) 5 (1.30, 1.22) 0.47, 0.55, 0.80, 1.14,
1.30

0.99(2) 1.25(5) 9 0.80, 0.97, 1.01, 1.15,
1.22

S[4] 0.55(1) 1.25(4) 7 (1.25, 1.30) 0.47, 0.80, 1.14, 1.24
0.85(1) 1.30(4) 11 0.80, 1.01, 1.15, 1.27
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Table 14: Estimates of γi, i = 1, 2, φ, and R from microdroplet datasets

Sample Par. MLE MCMC
LF-based

95% ACI-LF 95% BCI-LF

MPSE MCMC
SF-based

95% ACI-SF 95% BCI-SF

Est. Std.Er Est. Std.Er Low. Upp. IW Low. Upp. IW

S[1] γ1 4.3131 0.9145 4.2970 0.0428 2.5207 6.1055 3.5848 4.2195 4.3749 0.1554
4.9975 1.5392 4.9850 0.0370 1.9807 8.0143 6.0336 4.9172 5.0529 0.1357

γ2 7.4014 1.6526 7.3858 0.0426 4.1625 10.640 6.4779 7.3101 7.4644 0.1543
8.3251 2.2619 8.3131 0.0371 3.8919 12.758 8.8665 8.2433 8.3810 0.1378

φ 0.1846 0.0692 0.1750 0.0296 0.0489 0.3202 0.2713 0.1232 0.2319 0.1087
0.1472 0.0779 0.1400 0.0249 0.0056 0.2943 0.3055 0.0954 0.1891 0.0938

R 0.3682 0.0525 0.3678 0.0025 0.2652 0.4712 0.2060 0.3628 0.3726 0.0098
0.3751 0.0558 0.3749 0.0019 0.2658 0.4845 0.2187 0.3712 0.3786 0.0075

S[2] γ1 4.5303 1.0888 4.5262 0.0204 2.3963 6.6644 4.2681 4.4871 4.5653 0.0783
5.4496 1.3539 5.4457 0.0204 2.7961 8.1032 5.3071 5.4069 5.4848 0.0779

γ2 6.0803 1.5196 6.0761 0.0204 3.1018 9.0587 5.9569 6.0372 6.1152 0.0781
6.9915 1.9112 6.9874 0.0204 3.2457 10.737 7.4916 6.9482 7.0267 0.0785

φ 0.1247 0.0534 0.1205 0.0172 0.0201 0.2293 0.2092 0.0885 0.1544 0.0659
0.0873 0.0465 0.0838 0.0153 0.0039 0.1785 0.1746 0.0558 0.1139 0.0581

R 0.4270 0.0608 0.4269 0.0013 0.3078 0.5462 0.2384 0.4242 0.4295 0.0053
0.4380 0.0581 0.4380 0.0011 0.3242 0.5518 0.2276 0.4358 0.4403 0.0045

S[3] γ1 2.7785 1.0943 2.7742 0.0205 0.6337 4.9232 4.2895 2.7350 2.8135 0.0784
2.9461 1.3061 2.9421 0.0204 0.3862 5.5060 5.1198 2.9030 2.9810 0.0780

γ2 4.9883 1.8245 4.9842 0.0204 1.4123 8.5644 7.1521 4.9453 5.0235 0.0782
5.2360 2.1448 5.2319 0.0204 1.0323 9.4398 8.4075 5.1928 5.2710 0.0782

φ 0.1747 0.0673 0.1695 0.0196 0.0428 0.3065 0.2637 0.1329 0.2070 0.0741
0.1411 0.0624 0.1356 0.0193 0.0188 0.2634 0.2445 0.0997 0.1722 0.0726

R 0.3577 0.1150 0.3576 0.0019 0.1323 0.5832 0.4509 0.3539 0.3612 0.0074
0.3601 0.1274 0.3599 0.0018 0.1103 0.6099 0.4996 0.3564 0.3634 0.0070

S[4] γ1 3.4483 1.5303 3.4440 0.0205 0.4490 6.4475 5.9985 3.4047 3.4834 0.0786
4.5379 2.3508 4.5340 0.0204 0.0095 9.1453 9.1358 4.4951 4.5731 0.0780

γ2 3.9635 1.6339 3.9593 0.0204 0.7611 7.1658 6.4047 3.9203 3.9985 0.0782
4.4013 2.0838 4.3971 0.0204 0.3172 8.4854 8.1682 4.3580 4.4364 0.0784

φ 0.1209 0.0543 0.1156 0.0188 0.0145 0.2272 0.2127 0.0806 0.1518 0.0712
0.0820 0.0461 0.0768 0.0177 0.0008 0.1723 0.1715 0.0450 0.1108 0.0658

R 0.4652 0.1366 0.4652 0.0019 0.1976 0.7329 0.5354 0.4614 0.4689 0.0075
0.5076 0.1508 0.5077 0.0016 0.2121 0.8032 0.5911 0.5046 0.5108 0.0062
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To examine the existence and uniqueness of the MLEs and MPSEs of γi, i = 1, 2, and φ,
Figs. 2 and 3 present the contour plots using log-LF and log-SF, respectively, derived from samples
S[i] for i = 1, 2, 3, 4. These contours indicate that the frequentist (MLE/MPSE) estimates obtained
from microdroplet datasets exist and are also unique. These visual results are consistent with the
numerical estimates reported in Table 14. Furthermore, using S[1] as a representative case, Fig. 4
displays Gaussian kernel density estimates and trace plots for γi, i = 1, 2, φ, and R. Fig. 4, using the
first 40,000 MCMC posterior iterations of γi, i = 1, 2, φ, and R, reveals an adequate mixing behavior.
It also confirms that the length of the burned-in period is sufficient to eliminate early transients and
achieve convergence. Lastly, Fig. 4 also reveals distributional characteristics of the marginal posterior
estimates of γi, i = 1, 2, φ, or R appear approximately symmetric.

Figure 2: Contours from log-LF for γi, i = 1, 2, and φ from microdroplet datasets (a–c)

Figure 3: (Continued)
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Figure 3: Contours from log-SF for γi, i = 1, 2, and φ from microdroplet datasets (a–c)

In summary, based on the analysis of both microdroplet datasets, it can be concluded that the
Weibull lifetime model provides a more appropriate framework for evaluating reliability characteristics
when the lifetimes are observed under the proposed UTIPHC scheme.

Figure 4: (Continued)
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Figure 4: The MCMC diagrams of γi, i = 1, 2, and φ from microdroplet datasets (a–d)

7 Concluding Remarks

In this study, we addressed the estimation of the stress-strength reliability parameter
φ = P(Y < X) under the unified Type-I progressively hybrid censoring scheme, assuming
independent Weibull-distributed stress and strength variables. By deriving the maximum likelihood
and maximum product of spacings estimators, along with their corresponding interval estimates, and
investigating Bayesian estimation through both likelihood- and spacing-based approaches, we advance
the methodological tools for reliability analysis under complex censoring. This work makes three
key contributions: (1) We developed a comprehensive framework that integrates theoretical results
and simulation studies to facilitate the practical implementation of the unified Type-I progressively
hybrid censoring scheme. (2) We introduced and assessed non-likelihood-based estimation methods,
such as maximum product of spacings estimation and Bayesian approaches using spacing-based
posteriors. These methods were shown to be effective alternatives, especially in situations where
traditional likelihood-based methods may perform poorly. (3) We demonstrated the practical value of
the stress-strength parameter under the unified Type-I progressively hybrid censoring scheme using
real-world data. Overall, our simulation results and real-data findings demonstrate that the proposed
estimation procedures are both reliable and accurate, supporting the potential use of the unified Type-I
progressively hybrid censoring scheme in modern reliability analysis.
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