High-density sphere packing for discrete element method simulations

Carlos Labra∗,† and Eugenio Oñate

International Center for Numerical Methods in Engineering, Technical University of Catalonia, Gran Capitan s/n, 08034 Barcelona, Spain

SUMMARY

The first step in a discrete element simulation is the discretization of the domain into a set of particles. The cost of generating a good cylindrical or spherical packing has resulted in a great number of approaches during the last years. A new algorithm is proposed for high-density packing using a scheme that minimizes the distance between each particle. Using the support of a finite element mesh, less time is needed in order to achieve a low porosity configuration. In addition, a boundary constraint is introduced. The application of the same optimization scheme is used as a condition to force a good surface definition. The results obtained show a high efficiency for the generation of low porosity packing, achieving values smaller than 10% in 2D cases and 30% in 3D cases. Copyright © 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In the last years, the discrete element method (DEM) has became an useful tool for the simulation of geomechanics and particle movement processes [1–4]. The technique requires the discretization of the media by a finite set of particles. For some applications, such as wear analysis of mechanical parts or impact analysis, a good compaction rate is crucial [5–7]. In these cases the generation of a sufficiently dense distribution of particles presents a major challenge. A number of approaches have been developed for the generation of cylindrical (2D) and spherical (3D) particles.

The so-called geometrical algorithms face the problem of using purely geometrical considerations. An example is the algorithm used in the PFC2D code [8], where the particle position and
size are obtained by a random number. If overlapping occurs, a new random location is achieved with the same fixed radius. Similar schemes are proposed by Lin and Ng [9] and Evans [10]. In [8] it is proposed an alternative modification of the algorithm, where the radii of all particles are expanded by the same factor. The generation stops when contacts are found. These schemes are called lily-pond models [11]. The Stienen Model [12] uses a random location to calculate the radius of the particles by half of the mean distance to neighbouring particles. The algorithm used by Cui and O’Sullivan [13] is an example of this technique where the circumcenter (2D), or circumsphere (3D) and the vertex are used for locating the particles, and their radii are calculated by the distance between the neighbouring particles. More examples of this and other techniques can be found in [12].

Recently, more sophisticated generation algorithms were proposed, like the advancing front method proposed by Feng et al. [14] and Lohner and Oñate [15], where the particle locations are calculated on the basis of previous particle inclusions within a predetermined radius. All of these methods guarantee a very high generation velocity, although the density is however usually low.

Another category of techniques is based on the so-called dynamic algorithms, where external helps are used, like body forces or DEM simulations, in order to find better values of densities. Normally, the same DEM code is used in order to obtain a good final packing of rigid particles with the predefined radius. The radii are selected using some distribution and the media is filled using gravity forces. Some examples of this can be found in [16]. Other schemes, like the one proposed by Han et al. [17], use an iterative compression algorithm for the density modifications. The use of this set of techniques requires an initial generation, and some of the geometrical algorithms are typically used. These techniques can result in dense distributions, with significantly high computational costs.

The present work proposes an alternative technique for the generation of very dense particle distributions. The idea is to use a fast algorithm for an initial generation, like some of the ones presented previously and densify the package by an optimization algorithm. In particular, a finite element mesh (FEM)-based scheme is used, similar to the Stienen Model [12].

2. THE ALGORITHM

The main idea of this method is to improve a given particle assembly in order to obtain a lower porosity configuration.

Given an initial particle distribution, a high porosity exists when the neighbouring particles are not in contact (see Figure 1). The reduction of porosity can be written as a non-linear minimum least-square problem where the function to be minimized is given by the distance between neighbouring particles in the original configuration. This allows the inclusion of boundary constraints to ensure a good reproduction of the boundaries, a feature that constitutes a major advantage in all the cases, where the friction between surfaces is important. Some examples of these conditions are shown by Huang [5] and Zárate et al. [4].

In the next section, the basic algorithm where only the internal neighbours are considered is introduced. The next section analyzes the treatment of boundary conditions and constraints, and finally a faster, non-dense initial generation is presented, together with some examples showing the efficiency of the algorithm.
2.1. Internal contacts

A low-density initial assembly is assumed in order to define the existence of neighbouring particles without contact. The low-density is produced by the void areas where the contacts are not achieved. A modified distance function is defined between all neighbouring particles, where the existence of the contact pair is introduced by a triangulation. In a local neighbourhood for one particle, like the one shown in Figure 1, a distance function between particles \( i \) and \( j \) can be defined as

\[
e_{ij} = \|x_i - x_j\|^2 - (r_i + r_j)^2
\]

where \( x_i \) is the coordinate center of the particles \( i \), and \( r_i \) its radius. The square of the values is used for the sake of simplicity, because a derivative function is required and the minimum of this modified distance is equivalent to the standard function.

For the central particle \( i \), the sum of the distance to its \( n_i \) neighbours is defined as

\[
E_i = \sum_{j=1}^{n_i} \|x_i - x_j\|^2 - (r_i + r_j)^2
\]

In order to find the minimum of void areas or interstitial spaces, the function \( E_i \) needs to be minimized for all the particles in the assembly. For that purpose, a global function is defined using a minimum least-square scheme, where the global function is written as

\[
\min F = \sum_{i=1}^{m} \sum_{j=1}^{m} \delta_{ij} e_{ij}^2 = \mathbf{E}^T \mathbf{E}
\]

where \( \delta_{ij} \) is a delta function, which takes the value 1 if the contact pair \([i, j]\) exist, and 0 otherwise. These connectivities are achieved by the edges of the triangulation over the initial assembly. The square of \( e_{ij} \) is used because the minimum of any contact pair is required, and the use of a linear system may cause some negative values in the radii of the particles. If this solution does not consider contact constraints, then overlapping between particle is allowed. The elimination of the defect will be presented in the next section. The solution of a small example is shown in Figure 2, where the modification of the radii and the center of the particles can be seen.

To solve the minimization problems, an Levemerg–Marquardt scheme is used \([18, 19]\), where the final size and radius of the particles are achieved by the progressive modification of their

Figure 1. Local neighbourhood of a particle in the interior of the domain.
values. The iterative scheme is represented as
\[
X_{k+1} = X_k + h_k
\]
where \(X_k\) is the vector of degrees of freedom in the iteration \(k\), for a particles package of length \(n\)
\[
X_k = [x_1, y_1, r_1, \ldots, x_n, y_n, r_n]^T \quad \text{cylindrical particles, 2D}
X_k = [x_1, y_1, z_1, r_1, \ldots, x_n, y_n, z_n, r_n]^T \quad \text{spherical particles, 3D}
\]
The increment vector \(h_k\) is calculated by
\[
[J^T J + \mu I] h_k = -B
\]
where \(J\) is the Jacobian of \(E(J = \nabla E)\), \(B\) is defined by \(B = J^T E\) and \(\mu\) is a damping parameter.
Equation (6) can be now solved for an initial assembly, where the final compaction degree allows a very low porosity level. The convergence rate of the scheme depends on the initial configuration. A good result is however obtained in few iterations.

For large assemblies of particles, the main computational cost is the solution of Equation (6). For this reason, a faster solver is essential.

2.2. Treatment of boundaries

One of the problems in the generation of the cylindrical or spherical package is the complexity of the geometry. The definition of the boundary is not good for most constructive algorithms. A good definition of the boundary is useful for the simulation of some geomechanics processes where the friction between surfaces is important. An example of this is shown in [4]. The triangulation-based algorithm allows the generation over complex geometries, but not always a good boundary definition is obtained.

A boundary constraint (or boundary condition) is proposed with the same argument as in the previous section. A function of the distance between the contour of the geometry and the external particles is used in order to obtain a homogeneous boundary in the assembly. Figure 3(a) shows an external zone of the domain, where the distance function for particle \( i \) and a boundary line \( k \) is defined as

\[
R_{ik} = \|d_{ik}\|^2 - r_i^2
\]

where \( d_{ik} \) is the vector joining the center of particle \( i \) with the closest boundary point.

We will assume in the following that the algorithm is FEM based. Hence, only the inner nodes of the mesh are particles, whereas the outer nodes define the boundary mesh. With that consideration, it is possible to find a simple way to calculate \( d_{ik} \), where its value is defined as the projection of the vector defined by the center of particle \( (x_i) \) and some of the outer nodes \( (w_k) \) along the normal of that boundary element. This is shown in Figures 3(b, c).

The boundary condition is written as

\[
R_{ik} = (w_k - x_i) \cdot n_k - r_i^2
\]

This allows for each element of the boundary mesh to have a single particle associated with it. Note that in complex zones of the geometry, as acute edges, one particle can have two or more boundary contacts. With the introduction of this new condition, a modified version of Equation (3) is written. Now, the minimization function is defined as

\[
\min F = \sum_{j=1}^{n} \sum_{j=1}^{n} \delta_{ij} e_{ij}^2 + \sum_{i=1}^{n} \sum_{k=1}^{n} \delta_{ik}' R_{ik}^2
\]

\[
= E^T E + R^T R
\]

\[
= E'^T E'
\]

where \( \delta_{ik}' \), just as \( \delta_{ij} \), represents the existence of contact between particle \( i \) and the boundary element \( k \), and \( E' \) is the new equation system with the boundary functions.

\[
E' = \begin{cases} 
E \\
R 
\end{cases}
\]
The resolution of this new minimization problems for a set of particles solved the density problem and yields a good boundary definition for the final configuration of the assembly. Some examples in two and three dimensions are shown in Figures 4 and 5.

One of the advantages of this boundary treatment is that no additional memory is required, because the new term in Equation (6) is included in the diagonal blocks of the global matrix, which are always non-zeros. However, some additional iteration steps are required.

2.3. Particle overlapping

Particle overlapping can arise due to the definition of the distance function adopted. This function is defined so that the total distance between particle pairs is minimum. When the distance between certain pair is large, the minimization process would decrease the value of the global distance function by assigning negative distances to the neighbouring particles, in order to compensate for positive values, as shown in Figure 6(a).

The standard method to avoid this behaviour is to add contact constraints in the minimization problem. However, this method has two drawbacks, the first being its computational cost, and the second that it does not avoid the appearance of overlapping between particles for which contact was not defined in the initial configuration. This phenomenon is depicted in Figure 6(b).

Figure 4. Dense 2D assembly with and without the boundary treatment for a square domain: (a) generation without boundary treatment and (b) generation with boundary treatment.

Figure 5. Dense 3D assembly with and without the boundary treatment for cubic domain: (a) generation without boundary treatment and (b) generation with boundary treatment.
The solution for this problem is to update the contact list and to solve a new distance minimization problem. The algorithm that updates the contact list can be used to delete those contacts for which the distance is larger than a certain tolerance, which avoids the first type of contact overlapping. In addition, the same algorithm finds the new contact pairs, corresponding to the second type of overlapping described above (Figure 6(b)), which appears in the final configuration after the update process.

Different techniques for updating the contact list can be used. In this work two different approaches have been adopted. The first one is to use of an spatial search algorithm, which requires setting a tolerance for the detecting the contact. The second one consists in the regeneration of the FEM mesh using weighted delaunay triangulation [16, 20], which induces a dynamic movement of the mesh.

These modifications require the solution of the distance minimization problem after each update of the connectivities. However, in most cases an acceptable solution is reached after very few steps.

2.4. Initial generation of the media

For the generation of the initial configuration, it is possible to use any algorithm proposed in the literature. However, FEM-based techniques offer better conditions for the algorithm proposed in this work. This is because many well-established algorithms already exist and the generation of complex geometries is achieved easily. A modification of the Stienen model is used in our work, where the particles are located in the inner vertex of the mesh and the radii are calculated with a random number over the mean distance between the neighbouring nodes. In addition, the average radius is related to the element size used in the generation of the mesh.

One of the necessary considerations for the initial mesh is the structuration of the elements. A regular element distribution produces a regular number of contacts for the different particles and a homogeneous package of particles is found. In the simulation of geomechanical processes that deal with the particle cohesion, a structured lattice of particles can be problematic because small forces can lead to material fracture. In order to solve this problem, an initial pre-processing is performed over the mesh, where random local displacements over the node position are used to generate a random configuration. After this perturbation, a new triangulation is used for defining the contact pairs. An example of the initial mesh and its modification is shown in Figures 7 and 8.

In order to define the size of the particles, the average distance between nodes is calculated and a random number generator modifies these values with a user-defined range. Overlapping is allowed, because the optimization of the distance between particles eliminates these defects.
3. CHARACTERIZATION OF RESULTS AND EXAMPLES

In order to compare different packing algorithms, it is necessary to use some parameters that indicate the quality of the generated media. In the literature, several parameters can be found in order to analyze the quality of the results.

In dense particle assemblies, parameters like average radius, void ratio or coordination number are used. Other useful parameters exist, but none of them was used for the following comparisons. An introduction to some of these parameters can be found in [21, 22].

The average radius is calculated as

$$r_{av} = \sqrt{\frac{\sum_i f_i^2}{N_p}}$$

The void ratio indicates the relationship between the volume achieved by the generation process $V_v$ and the real volume of the geometry $V_s$.

$$e = 1 - \frac{V_v}{V_s}$$

This allows to determine the relative density of the packaging.
The coordination number expresses the contact between particles in order to determine the existence of cohesion in the particle assembly.

\[ c = \frac{2N_c}{N_p} \]

with \( N_c \) being the total number of contacts between the \( N_p \) particles of the generated packaging.

A set of results is obtained by considering different sizes of particles in a square domain in 2D and in a cubic domain in 3D (similar to the examples shown in Figures 4 and 5). A 3 GHz Pentium 4 is used to compute the examples.

### Table I. Comparison of 2D cylindrical particles generation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( N_p )</th>
<th>( r_{av} )</th>
<th>( e ) (%)</th>
<th>( c )</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFC2D</td>
<td>–</td>
<td>0.259</td>
<td>13.1</td>
<td>4.34</td>
<td>64 h</td>
</tr>
<tr>
<td>Bagi [23]</td>
<td>56,213</td>
<td>0.221</td>
<td>14.2</td>
<td>3.98</td>
<td>388 s</td>
</tr>
<tr>
<td>Present algorithm</td>
<td>56,084</td>
<td>0.223</td>
<td>9.3</td>
<td>5.97</td>
<td>118 s</td>
</tr>
</tbody>
</table>

![Figure 9. Coordination number and void ratio for different numbers of particles.](image)

![Figure 10. Radii distribution for cylindrical particles. The values correspond to the generation of 56,213 particles presented in Table I.](image)
The above non-dimensional parameters are used in order to determine the quality of the generation. Comparisons with the results obtained by Bagi [23] are also made. The values reported for the PFC2D code can be found in the same paper. Table I shows that the proposed algorithm achieves a better result, as the porosity is significantly lower than for the other algorithms.

For a structured mesh, the mean number of neighbours is 6. The initial random displacement in the mesh modifies that number, but a similar number of neighbours are achieved. This produces a high coordination number, while the minimization of the distance between neighbour particles decreases the porosity values.
The values of the void ratio and the coordination number for different number of 2D particles are shown in Figure 9. Note the fast decrease of the porosity as the number of particles increases. The distribution of radii, for the case presented in Table I, is shown in Figure 10. A Gaussian distribution can be observed in most of the cases.

Figure 11 shows an example of the discretization of a tooth of an excavation machine with 10,000 particles.
A local refinement in the zone where surface wear is expected to occur is presented in Figure 12. The use of FEMs with refinement and the local parameters for the generation allows a good result for this type of problems.

For 3D generation, the coordination number and porosity for different numbers of particles are shown in Figure 13. The decrease of the porosity for a high number of particles can be observed. A good number of neighbours is achieved in a similar way as for the 2D case. The radii distribution for an example with 50,000 spheres are shown in Figure 14.

Finally, an application example is shown in Figure 15. Similar to the 2D example, a tooth of an excavation machine is discretized with 25,000 spherical particles. A good result of the generation process can be observed. The final porosity found in this case is 30.77%.

4. CONCLUSION

A new dense sphere particle packing algorithm has been presented. The search of a low porosity configuration for an initial sphere assembly is performed using a minimization scheme for the distance between adjacent particles. The contact pairs definition is carried out using a triangulation technique. A boundary constraint is included in order to obtain a good surface definition. This allows the fine discretization of complex geometries. For the generation of the initial configuration, a faster FEM-based scheme is used. The comparison with other algorithms shows good result for the porosity and coordination number obtained with a considerable speed.
The particle packing technique presented is a good candidate for problems, which require high-density packing.
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