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Abstract. Nowadays, the need to deal with limited resources together with the newly discovered awareness of the human over-exploitation of the environment, has made the optimization a cutting edge topic both in scientific research and in the different professional fields. In this paper, a particular evolutionary optimization algorithm is presented: The Estimation of Distribution Algorithm (EDA). This type of algorithm has been developed to be used in search-based constrained optimization problems which are difficult and time-consuming to be solved by other general algorithms. Being an evolutionary algorithm, the main idea is to generate a population of solutions and evaluate the objective function of each one of them. Then, using the information obtained from the previous generations, the algorithm step-by-step will generate new populations that will tend to the best value of the objective function. In EDA, the population of solutions defines a probability density function (PDF) and, by integration, a cumulative density function (CDF), which is used for the generation of the next generation. In structural design optimization problems, it is very common that the best solution is very close to the constraint function. The main advantage of applying the EDA for constrained optimization problems is that each generation of solutions is obtained starting from a PDF that is defined on the whole domain. This means that, for each generation, the solutions have a probability to be on the unfeasible domain space, maintaining the information about the objective function in the evolution process. In the present research, an original EDA and related self-made code are presented together with a specific application to structural optimization problems, in order to show the effectiveness of the obtained results and to make a comparison with other evolutionary optimization algorithms.

1 INTRODUCTION

In the last two decades, computational intelligence methods have been successfully applied in many engineering applications and structural optimization problems, showing their potentiality solving hard real-world constrained optimization problems [1–13]. The versatility of the evolutionary algorithms (EAs) is due to not requiring any gradient information, promoting their simple implementation and therefore their rapid widespread and accessibility even for practitioners. These methods are often based on a population-based approach. As depicted in Figure 1, a population-based strategy relies on a multi-start approach, i.e., considering simultaneously a number of candidate solutions in the design space and attempting to learn the most promising direction in which evolve the population towards the global optima of the objective function (OF). The genetic algorithm (GA) by J. Holland [14] is one of the most fa-
mous population-based tools, which mimics Darwinian’s Theory of biological evolutionary processes of species. Inspired by bird flockings, school fishing, or swarming of insects behavioural models, Kennedy and Eberhart [15] proposed another well acknowledged EA called Particle Swarm Optimization (PSO). Among of the others, relative attractive tool is nowadays represented by estimation of distribution algorithms (EDAs) [16–19]. These algorithms are able to solve hard optimization problems by adopting an initial probabilistic model over the design variables of the optimization problem and iteratively providing a series of incremental updates until the probabilistic model is able to sample only in the near-by of the global optima [20]. In population-based EDAs, starting with an initial random population over the design space, each candidate solution is evaluated and the most promising ones in terms of Objective Function (OF) evaluation will be selected to adjust the probabilistic model during each iteration, in the spirit of EAs. From this model, offspring are sampled by the model encoded from the best solutions until the current iteration. Then, the evaluation and selection cycle starts again, until achieving some stopping conditions. The EDA is a quite attractive tool because it incorporates the learning problem into an optimization framework with a simple implementation based on the generate-update logic, able to learn a probabilistic model from the current population of candidate solutions. Population-based EDAs [21] rely on a quite large population size and building each probabilistic model from scratch [20]. In the current study, an implementation of the EDAs is presented based on an iterative update of a gaussian mixture model (GMM) with controlling the covariance matrix to boost the EDA performances. In section 2, the current implementation is explained in detail, then in section 3, two numerical benchmark problems are tested to evaluate the current EDA performances compared with other EAs, i.e. GA and PSO. Finally, a structural benchmark case study related to engineering structural optimization truss design is further explored at the end of section 3.
2 METHODOLOGY

In the current study a novel implementation of the EDA is presented. The starting population of size \( m \) is generated by using the Latin Hyper-cube Sampling method (LHS) [22]. When dealing with constrained optimization problems with equality \( h_r(x) \) or inequality constraints \( g_q(x) \), such as

\[
\min \{ f(x) \} \\
\text{s.t.} \quad g_q(x) \leq 0 \quad \forall q = 1, \ldots, n_q \quad \text{and} \quad h_r(x) = 0 \quad \forall r = 1, \ldots, n_r
\]

if the entire population of candidate solutions is unfeasible, the optimization goal is redirected to minimize the constraints violation in the attempt to find the feasible region. When the feasible region is found, the actual EDA can start. Even for unconstrained problems (the same statement of equation 1 without any constraints), typically the \( n_{dim} \) design variables collected in \( x \) are usually limited in a range of interest between a lower \( x_j^{lb} \) and an upper bound \( x_j^{ub} \) of each \( j = 1, \ldots, n_{dim} \) design variable. The design space is thus the Cartesian product \( \Omega = [x_1^{lb}, x_1^{ub}] \times \cdots \times [x_{n_{dim}}^{lb}, x_{n_{dim}}^{ub}] \). The probabilistic model which is iteratively generated by the EDA on the population of candidate solutions has been chosen by the Authors as the gaussian mixture model (GMM). The mixture models provide a semi-parametric tool able to model quite complex unknown distributional shapes, in which parametric approach dreadfully fail [23, 24]. The GMM can be obtained by a linear superposition of \( n \) gaussian PDFs with non-negative mixing proportions or weights \( \pi_i \), which sum to unity, applied to each PDF component densities \( p_i \) of the mixture [16, 24]:

\[
p(x) = \sum_{i=1}^{n} \pi_i \cdot p_i = \sum_{i=1}^{n} \pi_i \cdot N(x; \mu_i, \Sigma_i) \quad \text{with} \quad \sum_{i=1}^{n} \pi_i = 1, \quad 0 \leq \pi_i \leq 1
\]

In general, each component density has its own mean and covariance matrix. To implement GMM, the Matlab command from "Statistics and Machine Learning Toolbox" [25] has been adopted. Setting the mean \( \mu \) coincident with the candidate solutions \( x \) in the design space, and a starting diagonal covariance \( \Sigma_i \), the mixing weights \( \pi_i \) related to the OF of each candidate solutions have been chosen by the Authors as the gaussian mixture model (GMM). The mixture models provide a semi-parametric tool able to model quite complex unknown distributional shapes, in which parametric approach dreadfully fail [23, 24]. The GMM can be obtained by a linear superposition of \( n \) gaussian PDFs with non-negative mixing proportions or weights \( \pi_i \), which sum to unity, applied to each PDF component densities \( p_i \) of the mixture [16, 24]:

\[
p(x) = \sum_{i=1}^{n} \pi_i \cdot p_i = \sum_{i=1}^{n} \pi_i \cdot N(x; \mu_i, \Sigma_i) \quad \text{with} \quad \sum_{i=1}^{n} \pi_i = 1, \quad 0 \leq \pi_i \leq 1
\]

In this case, the current GMM actually performs similarly to a kernel density estimation (KDE) non-parametric algorithm [24]. In this study, to improve the optimization process toward the optima, the mixing weights \( \pi_i \) of GMM are related to the OF of each candidate solution in the design space. Denoting \( k_{max} \) as the maximum number of iterations, in order to promote exploration in the early beginning of the iterative optimization process, and promoting exploitation towards the end of the iterative process, the current EDA adopts a dynamic covariance adaptation approach. Denoting with \( \sigma_j \) the variance diagonal term of the covariance matrix \( \Sigma \) referred to the design variable \( j \), the \( \sigma_j \) has been bounded between an admissible range

\[
\sigma_{j,max} = \alpha \frac{|x_j^{ub} - x_j^{lb}|}{m} \quad ; \quad \sigma_{j,min} = \alpha \frac{|x_j^{ub} - x_j^{lb}|}{m \cdot k_{max}}
\]

where the parameter \( \alpha > 0 \) is a static user-defined hyperparameter which heuristically controls the exploration and exploitation: increasing \( \alpha \) the exploration is promoted, on the contrary, the exploitation is enhanced. \( \sigma_{max} \) and \( \sigma_{min} \) represent the extremes of the dynamic variation of \( \sigma_j \) during iterations, as
Figure 2: Dynamic variation of $\sigma$ as function of the parameter $\beta$

depicted in Figure 2. To further control these aspects, a continuous dynamic decreasing law of variation for $\sigma_j$ during iterations $0 \leq k \leq k_{\text{max}}$ has been defined as:

$$\sigma_j(k) = \sigma_{j,\text{max}} - \sigma_{j,\text{max}} - \sigma_{j,\text{min}} k^\beta$$

where the parameter $\beta > 0$ is another static user-defined hyperparameter which heuristically governs the decreasing law trend during iteration, having three possible outcomes as depicted in Figure 2: • Sub-linear behaviour with $0 < \beta < 1$; • Linear behaviour with $\beta = 1$; • Super-linear behaviour with $\beta > 1$.

After defining the GMM distribution, a number of offsprings have been sampled from this distribution by peaking randomly the PDF components of the GMM and sampling from that normal. Since the GMM is weighted according to the OF, even the sampled offspring will have more chance to be sampled from normal components related to the current best individuals of the population. The entire population considering parents and offspring compete for survival and only the best individuals survive to the next iteration. The unfeasible points are handled with a sort of adaptive penalty-based approach which relies on the constraints violation degree of the candidate solutions, on the number of constraints violated, and also on the euclidean distance with the nearest feasible point. At this point, the evolution cycle can start again with the generation of a new GMM based on new mean and covariance matrices, sampling new offsprings which will compete with the parents for survival. The stopping criteria have been set as a predefined maximum number of iterations, a stagnation criterion with no improvements of the OF within a certain tolerance, and a maximum allowable computational time criterion.

3 RESULTS AND DISCUSSION

In the present section, the proposed EDA implementation with GMM using a dynamic covariance matrix adaptation has been tested on some numerical and structural optimization benchmark problems.
Table 1: Numerical benchmark results comparisons: unconstrained optimization problem, Rastrigin function.

<table>
<thead>
<tr>
<th>Obj. Fun.</th>
<th>Real Optimum</th>
<th>PSO-ES [26]</th>
<th>GA [25]</th>
<th>EDA (\alpha = 1)</th>
<th>EDA (\alpha = 1)</th>
<th>EDA (\alpha = 1)</th>
<th>EDA (\alpha = 1)</th>
<th>EDA (\alpha = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td></td>
<td>3.73E-10</td>
<td>6.17E-07</td>
<td>8.13E-07</td>
<td>4.77E-07</td>
<td>5.55E-07</td>
<td>1.26E-06</td>
<td></td>
</tr>
<tr>
<td>worse</td>
<td></td>
<td>3.98</td>
<td>3.46E-05</td>
<td>4.29E-05</td>
<td>0.99</td>
<td>9.93E-05</td>
<td>1.47E-04</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td></td>
<td>0.46</td>
<td>7.24E-06</td>
<td>1.41E-05</td>
<td>0.02</td>
<td>2.90E-05</td>
<td>3.09E-05</td>
<td></td>
</tr>
<tr>
<td>std. dev.</td>
<td></td>
<td>0.76</td>
<td>5.93E-06</td>
<td>1.21E-05</td>
<td>0.14</td>
<td>2.50E-05</td>
<td>3.21E-05</td>
<td></td>
</tr>
</tbody>
</table>

Since the proposed approach permits the user to vary the hyperparameters \(\alpha\) and \(\beta\) to govern the dynamic covariance matrix adaptation during the optimization process, the benchmark problems have been tested with different values of \(\beta\) leave \(\alpha\) fixed to 1 in all the cases, exploring the effects of a covariance matrix with a sub-linear, linear or super-linear trends with iterations \(k\). In all the analyzed problems, the population size is set to 50 individuals and the maximum number of iterations is \(k_{\text{max}} = 500\). For the sake of comparisons, the EDA performances have been compared with other different EAs to explore the reliability and the effectiveness of the optimization algorithm. Specifically, the GA from standard Matlab implementation [25] and the PSO, in the variant of the enhanced multi-strategy PSO (PSO-MS) [26], have been selected as alternative completely independent implementation EAs for an objective evaluation of the robustness, reliability, and performance of the current EDA.

3.1 Unconstrained optimization problem: Rastrigin function

The first numerical benchmark problem adopted to test the current EDA implementation performances is the unconstrained optimization problem better acknowledged as Rastrigin function. The mathematical statement is

\[
\min_{x^i \in [-5.12; 5.12]} f(x) = A \cdot n + \sum_{i=1}^{n} [x_i^2 - A \cos(2\pi x_i)] \quad \text{for} \ i = 1, 2
\]

where \(A\) is a constant equal to 10. This problem is a non-convex problem with a global minimum at \(x^* = 0\), where the OF is equal to \(f(x) = 0\). Achieving the global minimum is quite difficult due to Rastrigin large search space and its large number of local minima. The OF on the design space domain of interest is depicted in Figure 3 (a). In Figure 3 (b) is also depicted an example of the PDF generated by the GMM model, which rely on the initial population in this case. The next generation of offsprings will be sampled from this multimodal non-parametric bivariate PDF. Table 1 presents the results obtained from the EDA for 50 independent runs of the algorithm, with \(\alpha = 1\) and \(\beta\) varying from 0.5 to 2.5 with 0.5 step size. The EDA results appear very promising, actually close to the global optimum and with very low variability with respect to the GA. The PSO-MS appears very robust since it provides, for all the 50 independent runs, the global optima solution without any variation. The effect of \(\beta\) on the optimal results appears evident, even if it is very low in this case, providing in all the cases, but \(\beta = 1.5\), noticeable results, especially compared with standard GA.
3.2 Constrained optimization problem: Sickle function (banana function)

The second numerical benchmark problem adopted to test the current EDA implementation performances is a constrained optimization problem, better acknowledged as Sickle or Banana function [26]. The mathematical statement is

\[
\begin{align*}
\min_{x \in \Omega} \quad & f(x) = (x_1 - 10)^3 + (x_2 - 20)^3 \\
\text{s.t.} \quad & g_1(x) = -(x_1 - 5)^2 - (x_2 - 5)^2 + 100 \leq 0 \\
& g_2(x) = (x_1 - 6)^2 - (x_2 - 5)^2 - 82.81 \leq 0
\end{align*}
\] (6)
Table 2: Numerical benchmark results comparisons: constrained optimization problem, Sickle function (banana function).

<table>
<thead>
<tr>
<th>Obj. Fun.</th>
<th>Real Optimum</th>
<th>PSO-ES [26]</th>
<th>GA [25]</th>
<th>EDA ( \alpha = 1 ) ( \beta = 0.5 )</th>
<th>EDA ( \alpha = 1 ) ( \beta = 1 )</th>
<th>EDA ( \alpha = 1 ) ( \beta = 1.5 )</th>
<th>EDA ( \alpha = 1 ) ( \beta = 2 )</th>
<th>EDA ( \alpha = 1 ) ( \beta = 2.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td>-6961.81388</td>
<td>-6961.8</td>
<td>-9000.0</td>
<td>-6958.69</td>
<td>-6953.94</td>
<td>-6959.11</td>
<td>-6959.71</td>
<td>-6959.71</td>
</tr>
<tr>
<td>worse</td>
<td>-</td>
<td>-6958.4</td>
<td>-1611.7</td>
<td>-6944.94</td>
<td>-6925.59</td>
<td>-6937.86</td>
<td>-6928.62</td>
<td>-6924.13</td>
</tr>
<tr>
<td>mean</td>
<td>-</td>
<td>-6960.7</td>
<td>-7070.8</td>
<td>-6954.39</td>
<td>-6947.41</td>
<td>-6946.49</td>
<td>-6946.68</td>
<td>-6949.61</td>
</tr>
<tr>
<td>std. dev.</td>
<td>-</td>
<td>0.9752</td>
<td>1553.8</td>
<td>3.54006</td>
<td>8.66995</td>
<td>5.31385</td>
<td>8.54892</td>
<td>8.236062</td>
</tr>
</tbody>
</table>

where \( \Omega \) is the domain of the design vector, described by the Cartesian product among the admissible intervals of the two design variables, i.e. \( x_1 \in [13; 100] \) and \( x_2 \in [0; 100] \). \( g_1(x) \) and \( g_2(x) \) are the two inequality constraints which create a very narrow feasible region with a shape which resembles a sickle or a banana, hence the name. The optimum is located at \( x^* = [14.095; 0.84296] \), where \( f(x^*) = -6961.81388 \). Table 2 illustrates the results obtained from the EDA for 50 independent runs of the algorithm, with \( \alpha = 1 \) and \( \beta \) varying from 0.5 to 2.5 with 0.5 step size. The EDA results appear very promising even with a constrained optimization, achieving optimum always appreciably close to the global optimum and in a reliable way. The GA does not perform sufficiently well with this problem, because the results are generally far from the optimal ones. On the other hand, the PSO-MS appears very robust since it provides for all the 50 independent runs the global optima solution with a fairly small standard deviation. The effect of \( \beta \) on the optimal results is sufficiently appreciable. All the EDA results are in the same order of magnitude with the global optimum and they are consistent with PSO-MS ones. In this case, a sub-linear trend, \( \beta = 0.5 \), appears to be the best hyperparameter choice to get optimal results with a mildly low standard deviation with the same computational cost (population size and maximum number of iterations).

3.3 Constrained structural optimization problem: twenty-five bars truss design problem

The current EDA implementation has been tested on a natural benchmark case study. A three-dimensional truss tower structure composed of 25 bar members [27] represents the constrained structural optimization design problem which is depicted in Figure 4. The truss tower has a squared footprint of side 200 in. and it is tapered with elevation, reaching a side of 75 in at an elevation of 100 in. The truss tower is 200 in high. The truss design constrained optimization problem can be mathematically stated as:

\[
\begin{align*}
\min_{x \in \Omega} \quad & f(x) = \sum_{i=1}^{n} \rho_i \ell_i A_i \\
\text{s.t.} \quad & A_i^{lb} \leq A_i \leq A_i^{ub} \\
& \sigma_i \leq \sigma_{max} \\
& \delta \leq \delta_{max}
\end{align*}
\]

where \( n \) refers to the number of members in the truss design domain and \( \ell_i \) represents the length of every element. The structural steel of the truss members has a Young’s modulus of \( 10^7 \) psi and unit weight of \( \rho_l = \rho = 0.1 \text{ lb/in}^3 \). The design vector \( x \) considers the cross section areas of each truss element, gathered into eight groups, as depicted in Figure 4 (b). They are considered as continuous variables in the range determined by a lower \( A_i^{lb} \) and an upper \( A_i^{ub} \) bound, i.e. \( [0.01, 3.40] \text{ in}^2 \). The usual structural constraints
**Figure 4:** Structural design constrained optimization benchmark illustration. (a): geometry and load conditions of the twenty-five bars truss problem. (b): eight bar groups representation.

**Figure 5:** Effects of different values of $\beta$ on the optimal results for 100 independent run of the structural optimization problem twenty-five bars truss design.

are referred to respect safety requirements of the structure expressed in terms of maximum allowable displacement, i.e. $\delta \leq \delta_{\text{max}} = \pm 0.35$ in in every direction, and maximum axial stress of each member, e.g. $\sigma \leq \sigma_{\text{max}} = \pm 40$ ksi which is limited to take into account the buckling phenomena that represent the most severe verifications for this type of structure [28–31]. During the optimization process, two different load cases have been taken into consideration, as depicted in Figure 4 (a).

Table 3 illustrates the results obtained from the EDA for 50 independent runs of the algorithm, with $\alpha = 1$ and $\beta$ varying from 0.5 to 2.5 with 0.5 step size. The EDA results appear remarkable dealing with a benchmark structural constrained optimization problem, achieving sometimes optimal results even better than the reference solution illustrated in [27]. EDA appears robust and reliable with a variance with the
Table 3: Structural optimization twenty-five bars truss design problem results comparisons.

<table>
<thead>
<tr>
<th>Bar groups</th>
<th>Cross Section [in²]</th>
<th>Ref. Sol.</th>
<th>PSO-ES [27]</th>
<th>GA [26]</th>
<th>EDA $\alpha = 1$ $\beta = 0.5$</th>
<th>EDA $\alpha = 1$ $\beta = 1$</th>
<th>EDA $\alpha = 1$ $\beta = 1.5$</th>
<th>EDA $\alpha = 1$ $\beta = 2$</th>
<th>EDA $\alpha = 1$ $\beta = 2.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.100</td>
<td>0.011</td>
<td>0.010</td>
<td>0.010</td>
<td>0.034</td>
<td>0.015</td>
<td>0.012</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>2</td>
<td>1.800</td>
<td>1.976</td>
<td>2.023</td>
<td>1.967</td>
<td>2.015</td>
<td>1.978</td>
<td>1.937</td>
<td>1.937</td>
<td>1.956</td>
</tr>
<tr>
<td>3</td>
<td>2.300</td>
<td>2.989</td>
<td>2.941</td>
<td>3.028</td>
<td>2.965</td>
<td>2.990</td>
<td>3.066</td>
<td>3.066</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>0.200</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.012</td>
<td>0.013</td>
<td>0.017</td>
<td>0.017</td>
<td>0.011</td>
</tr>
<tr>
<td>5</td>
<td>0.100</td>
<td>0.011</td>
<td>0.010</td>
<td>0.010</td>
<td>0.014</td>
<td>0.018</td>
<td>0.021</td>
<td>0.021</td>
<td>0.011</td>
</tr>
<tr>
<td>6</td>
<td>0.800</td>
<td>0.690</td>
<td>0.671</td>
<td>0.678</td>
<td>0.688</td>
<td>0.688</td>
<td>0.678</td>
<td>0.678</td>
<td>0.681</td>
</tr>
<tr>
<td>7</td>
<td>1.800</td>
<td>1.689</td>
<td>1.673</td>
<td>1.680</td>
<td>1.667</td>
<td>1.689</td>
<td>1.691</td>
<td>1.691</td>
<td>1.683</td>
</tr>
<tr>
<td>8</td>
<td>3.000</td>
<td>2.654</td>
<td>2.694</td>
<td>2.660</td>
<td>2.666</td>
<td>2.655</td>
<td>2.646</td>
<td>2.646</td>
<td>2.652</td>
</tr>
</tbody>
</table>

same order of magnitude as the other EAs tested. However, the PSO-MS appears again remarkably robust since it provides, for all the 50 independent runs, the global optimum solution with a noticeably small standard deviation. The effect of $\beta$ on the optimal results is fairly appreciable, and for the sake of clarity, it has been depicted in Figure 5. This figure resembles a statistical graph related to the analysis of variance (ANOVA) for one factor $\beta$. Observing this Figure, it is possible to notice that the variations of the optimal results over the 50 independent runs appear to be small and, from a statistical point of view, it would virtually possible to test the hypothesis to check if the influence of $\beta$ is relevant on the optimal results. From a visual inspection of the graph, it is possible to affirm that the best results are obtained with $\beta = 2$ with a quadratic dynamic covariance matrix adaptation law during iterations.

3.4 Discussion and summary

In this section, some numerical benchmark was adopted to test the performances of the current EDA implementation with the proposed dynamic covariance matrix adaptation during the optimization iterative process. A first numerical unconstrained benchmark problem, the Rastrigin function, has been successfully tested. Table 1 evidenced the EDA capabilities to deal with unconstrained optimization problems in a robust and reliable way, even compared with other independent EAs implementations (GA and PSO-MS). Exploring the capability of the current EDA to deal with constrained optimization problems, the Sickle (or banana) function has been considered as numerical constrained benchmark problem. Table 2 evidences once again the performance of the EDA, both its reliability and robustness even considering constraints. In this problem, considering the early exploration phase with minimization of the constraint violation, the EDA is able to locate fairly quick the very narrow feasible region, starting then the exploitation phase, enhanced also by the dynamic covariance adaptation of the GMM. Finally, the current EDA has been successfully tested on a benchmark structural optimization problem related to the twenty-five bars truss design benchmark. The EDA performed great, as well as the other EAs, and in the
same order of magnitude as the optimal reference solution. Table 3 and Figure 5 illustrate the effect of varying $\beta$ parameter, which is fairly evident but substantially does not influence remarkably the optimal results in terms of standard deviation around the mean value of the 50 independent runs.

### 4 CONCLUSIONS

In the current study, the EAs acknowledged as EDA has been implemented to solve structural optimization problems with a GMM as the probabilistic framework. A dynamic covariance matrix adaptation has been stated, with the advantage to permit the user to tune the diagonal covariance matrix terms with respect to the design space amplitude (hyperparameter $\alpha$) and governing its decreasing dynamic trend during the optimization process iterations (hyperparameter $\beta$). Two numerical benchmark problems have been tested, the Rastrigin function as an unconstrained optimization problem and the Sickle (or banana) function as a constrained one. The EDA performances and its reliability have been statistically compared using the results of 50 independent runs compared with two other EAs (the GA and the PSO). In these examples the effects of tuning $\beta$ have been further explored, providing the optimal settings for the hyperparameter to enhance at the best the EDA’s performances. Eventually, a benchmark structural optimization problem has been tested demonstrating the EDA’s success and its noticeable capability to deal with hard structural optimization problems in a reliable way. Furthermore, from the statistical analysis of the results from 50 independent runs, it was observed not so remarkable changes with different values of the hyperparameter $\beta$, underlining its robustness with structural optimization problems.
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