ACCELERATING TWO-SCALE SIMULATIONS WITH A NON-INTRUSIVE REDUCED ORDER MODEL
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In order to understand the structure-property relations of complex materials, two-scale material simulations utilizing computational homogenization can be used. In computational homogenization the microstructure is explicitly defined on a so-called representative volume element, hence replacing the macroscopic constitutive model and yielding a coupled formulation which can be solved with a multilevel finite element scheme. Due to high computational expenses, such simulations can be infeasible in multi-query contexts such as optimization, control or design. To make such analyses possible, in this work, a surrogate model for the microscopic simulation based on reduced basis methods [1] is proposed. After a few high-fidelity simulations have been computed and collected, the surrogate is constructed in two steps. In the first step, a proper orthogonal decomposition is applied on the stress field to extract a global low-dimensional basis that can sufficiently approximate the stress. Then, a regression based on deep neural networks [2, 3] is employed to find the basis coefficients for any parameter. Given any arbitrary new parameter, the microscopic field is rapidly obtained, from which the effective stress and stiffness can be analytically derived. Furthermore, the derivatives of the stress with respect to material parameters are readily available and can thus be used for optimization or design. To illustrate the accuracy of the surrogate model, a two-scale problem involving a fiber-reinforced composite microstructure is presented. The macroscopic solution obtained with the surrogate model is compared to the full two-scale simulation. The results showcase the high accuracy of the proposed method on both macro- and microscale despite using a relatively small training dataset and highlight the high efficiency of the method.
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