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Abstract. A new methodology for wind turbine condition monitoring that utilizes vibration
data and Mel-frequency cepstral coefficients (MFCCs) is being developed to accurately assess
the condition of the wind turbine gearbox. Traditional condition monitoring techniques rely
on physical inspections, which can be time-consuming and labor-intensive. This new approach
offers a more efficient and cost-effective solution. The use of vibration data allows for the identi-
fication of subtle changes in a wind turbine’s operating condition, providing early warning signs
of potential issues. The MFCCs are derived from the vibration data signals and provide a com-
pact representation of the information, allowing for more efficient analysis. These coefficients
are used to create a fingerprint of the wind turbine’s operating condition, which can then be
compared to known healthy operating conditions to identify any deviations or anomalies. This
new methodology has been shown to be highly effective in detecting potential issues with wind
turbine components such as gearbox failure, and drive train bearing degradation. By providing
early warning signs, wind farm operators can take action to address the issue before it leads
to significant downtime or damage. In a nutshell, the use of vibration data and MFCCs offers
a promising new approach for wind turbine condition monitoring. The proposed approach has
been tested on the EISLAB (Lulea, Sweden) dataset concerning the vibration signals from wind
turbines of the same type in northern Sweden.

1 INTRODUCTION

According to the Global Wind Energy Council (GWEC), in 2022, the wind energy sector
continued to grow, reaching a new installed capacity of 78 GW worldwide, thus reporting its
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third-best year, behind the records set in 2021 and 2020, despite COVID-19. These new facilities
provide an accumulated wind energy capacity of 906 GW in the world, showing a year-over-year
growth of 9% compared to the previous period ([1, 2]). According to [3] approximately 57% of
the failures and 65% of the inactivity time of the turbines are due to the drivetrain, empowering
this work to focus on the condition monitoring (CM) of wind turbines (WTs) gearboxes. The
gearbox is one of the most complex subsystems of WTs due to its complicated structure and
harsh operating environment ([4]). It is composed of several gears, bearings, and shafts in
contrast to other simpler subsystems such as the main bearing or main shafts, which are also
well-studied in the literature.

The CM of wind turbines is a fairly broad and studied area, in which a wide variety of
techniques and methodologies have been used. Due to the complexity of turbine systems,
some researchers tend to analyze its subsystems separately. The combinations between sub-
systems, algorithms, models, and data sources, allow generating a diversity of methodologies
and techniques for the CM of WTs. An extensive selection of data can be extracted to assess
this subsystem, including SCADA system data, vibration data, temperatures, stresses, among
others. Different studies demonstrate the effectiveness of the reuse of SCADA data to make
the gearbox CM. For example, [5] use SCADA system data, processed with signal processing
techniques, to feed classic machine learning algorithms and thus be able to detect failures. Con-
sidering the fact that SCADA data tends to be aggregated, due to storage and other limitations,
and that its minimum agregation window is 10 minutes, a huge loss of information occurs. This
was proven by [6], where they compare the efficiency of the 10-minute averaged values with the
100 Hz sampling frequency without averaging and conclude that the use of high-frequency data
leads to improved prognostic predictions and more insights about the condition of the wind
turbine components, contributing to earlier fault detection. This remarks the importance of the
use of high-frequency data, such as vibrations. For example, [7] use vibration signals, captured
by an accelerometer, to train dictionaries in an unsupervised way and detect anomalies caused
by the gearbox.

Vibration data and signal analysis techniques are widely used also, [8] and [9] use wavelet-
based transformations to characterize vibration signals and detect failures. [10] uses time and
frequency analysis of vibration signals to characterize failures and [11] use frequency analy-
sis (spectrograms) to characterize signals and detect gearbox anomalies, among other signal
analysis techniques for the CM of the gearbox.

The deep learning algorithms are also used for the WT gearbox CM as a fault detection
method. Among them, one of the most used ones for the CM are the convolutional net-
works (CNN). For example, [12] uses a temporal convolutional network (TCNN) to classify
failures found in SCADA data, while [13] uses a TCNN together with a graphical attention
network (GAT) to extract spatio-temporal features from SCADA data, revealing the flexi-
bility and applicability of these architectures. There are a set of less used architectures as
Deep Capsule Neural Networks (CapsNet) ([14]), graph-based networks ([13, 15, 16]) and Au-
toencoders ([17, 18]), that create an opportunity to keep researching and experiment with
them combied with high-frequency data. For this reason, this work uses an autoencoder
and a convolutional autoencoder fed with features extracted by calculating the Mel-frequency
cepstral coefficients (MFCCs) of publicly available vibration data. The data was recorded
by [19] from the University of Lule̊a in 2018, of wind turbines located in Sweden, to cre-
ate an unsupervised anomaly detector for early detection of faults in the gearboxes of the
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Figure 1: Graphical description of the Condition Monitoring Framework

WT. Those signals were captured from six turbines in the axial direction of an accelerometer
mounted on the housing of the bearing of each output shaft. The dataset can be found at
http://www.diva-portal.org/smash/record.jsf?dswid=2475&pid=diva2%3A1244889.

The article is structured as follows, in Section 1 the context and state of the art of the CM of
WTs gearboxes is shown. Section 2 describes the condition monitoring framework, the dataset,
the data processing techniques, the feature extraction process, and the algorithm to be used.
Then, in Section 3, results are shown and discussed around its capability for the condition of
the gearbox. Finally, Section 4 depicts the conclusions of the work and the future steps.

2 MATERIAL AND METHODS

The experiments shown in this section utilize a consumer-grade laptop hardware, demon-
strating that the proposed methodology does not require extensive computing resources. By
leveraging accessible hardware, this methodology reduces the barriers to exploring AI solutions
for the advancement of renewable energy. The following sections highlight efficient training on
limited VRAM, enabled by data preparation and model configuration.

2.1 Condition Monitoring Framework

The condition monitoring framework proposed in this paper consists of generating an un-
supervised normal (healthy) condition model for each turbine. The model is trained using
healthy data and is then tested using data with known anomalies. The anomaly detection
process is based on the prediction loss of the validation data, which allows to establish a loss
threshold between the input and the reconstructed output of the model. When a signal that
was recorded under an abnormal state is fed into the model, it is not able to fully reconstruct
the input, therefore, it returns a loss value higher than the threshold indicating that there is
an anomaly.

This framework is represented in Figure 1 and explained step by step as follows.

• Step 1. Apply data augmentation and data cleaning techniques to optimize data for the
training process.
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• Step 2. Extract features from the data while reducing the dimensionality and capturing
the most important information using MFCCs.

• Step 3. Train the selected model under different operating conditions, but only with
healthy data.

• Step 4. Calculate the loss threshold of the normality model (healthy) that is used to
classify each testing signal into normal or anomaly by comparing the input and output
of the reconstruction algorithm. The threshold is calculated using

threshold = lossval + λ · σ (lossval) (1)

where lossval corresponds to the mean loss, σ (lossval) is the standard deviation of the loss,
and λ is the tuning factor to minimize the FPR, commonly used in the literature as 3,
but tuned on each turbine model. Therefore, in order to minimize the FPR, the tuning
factor λ, must be increased from the base value λ = 3 until a value that reduces the FPR
to the minimal value accepted.

It is worth recalling that this is calculated over a normality model, this means that it is
trained only on healthy data, and so validated only with healthy data. This threshold is
not calculated using data with faults, as it is assumed that these data are scarce or not
available when developing the methodology, thus faulty data is only used for testing.

• Step 5. Using the threshold value that minimizes the FPR at the validation process, it is
possible to detect anomalies in the test data by:

anomaly =

{
1 if losstest > threshold,

0 otherwise.
(2)

2.2 Data set Description and Processing

The selected data set is made up of vibration (acceleration) data collected by the EISLAB
research group of the University of Lule̊a in Sweden. By means of an accelerometer mounted
on the gearbox output shaft cover, they record the data measured in its axial direction.

The data set is composed of, on average, 2, 700 signals recorded with a sampling rate of 12.8
kilo samples/s per turbine and for 1.28 seconds or 16, 384 data points each. The time interval
between the recordings is approximately 12 hours from each other for a period of 46 months.
They also recorded the speed, and time variables to keep track of the signals. From now on,
the dataset is represented as D, which is of the form:

DX = (dij)i=1,...,N
j=1,...,P

=

x1 · · · xj · · · xP


d1,1 · · · d1,j · · · d1,P
...

. . .
...

. . .
...

di,1 · · · di,j · · · di,P
...

. . .
...

. . .
...

dN,1 · · · dN,j · · · dN,P

∈ MN×P (R), (3)
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where i = 1, . . . , N and j = 1, . . . , P . N are the number of signals recorded for the WT X, and
P the number of columns in the dataset, composed of a time (years) column, speed (RPM)
column, and 16, 384 more columns corresponding to each captured point of the vibration signal.

It is known that three of the turbines remained healthy (they did not present any type of
failure or fault) throughout the analyzed period, two that had some electrical faults, one turbine
that had several faults, and a damaged gearbox that was replaced at a particular time during
the analysis frame. For this work, healthy turbines (3 and 4) are used to validate the model,
and the turbine with damage, turbine number 5, is used for unsupervised anomaly detection.
The faults that affected the turbine 5 are presented below:

• At time 1.2 years, the bearing of section 2 of the gearbox was replaced due to faults and
wear.

• Approximately in year 2 the gearbox was replaced.

There is no deeper description of the faults, but it is enough to know that they occurred at
an approximate time to try to detect them using an unsupervised deep learning technique. The
known healthy signal number is very low, and not enough to train a deep-learning algorithm.
Therefore, there is a need for data augmentation. Thus, a data augmentation technique is
proposed in Section 2.2.1.

2.2.1 Sliding Window Data Augmentation

The data augmentation process consists of using the available data to create more signals for
training by shifting a window over each recorded signal every δ sampling periods. The window
must have a fixed length, called window size. From now on, this method is referred to as the
sliding window method. The visual representation of the proposed method is shown in Figure
2 and deeply explained as follows.
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Figure 2: Graphical description of the sliding window method for data augmentation.
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• Step 1. Each signal di, i = 1, . . . , NX , for each turbine X, of the dataset described
in Equation (3) is divided into small pieces of data called windows Wk, k = 1, . . . , K.
The number of data points captured by each window is called the window size Wsz. It is
defined by the sampling rate of the signal (Sr) and the amount of time selected for the
window (Wt). In this case, the sampling rate is 12.8 kilosamples/s and a window of 1
second is defined in order to slide it over the remaining 0.28 seconds of the signal. This
results in Wsz = 12, 800 points captured per window.

• Step 2. All information within the window Wk, k = 1, . . . , K, of size Wsz is captured
and stored as a new signal. The new signals keep the timestamp and speed of the root
signal to avoid disturbing the time dependency and keep track of the generated samples.

• Step 3. Each new signal is stacked to create an augmented matrix of dimensions
[K,Wsz + 2], where K is the number of windows that can be generated by sliding the
window through the signal. The number of windows generated depends on the sampling
rate of the signal (Sr), the total length of the signal in seconds (tT ), the window length
in seconds (Wt) and the amount of sampling periods to hop, or as it is usually denoted,
the hop size (δ). The ”+2” is due to the two extra columns of speed and time. Thus, K
is defined as

K =
(tT [s]−Wt[s]) · Sr

[
samples

s

]
δ

. (4)

Considering that the signal length is 1.28 seconds, with a window of 1 second, and δ = 2, to
slide the window every two steps or every two sampling periods (∆ = δ · Ts = 156.25µs)
through the remaining time of the signal, 0.28s, it is possible to generate K = 1, 792
windows or new training samples.

• Step 4. Each augmented matrix di with dimensions [K,Wsz + 2] is stacked to create a
new augmented data set with dimensions [N ×K,Wsz].

Recall that this is not a synthetic oversampling method, as it is not generating synthetic
data, but creating new samples based on each real signal.

2.3 Feature Extraction (MFCCs)

Features are extracted from vibration signals using the Mel frequency cepstral coefficients
(MFCCs), this serves a pair of purposes, first, reduce the dimension of the signal and, second,
extract the time and frequency characteristics of the signal to help the deep learning algorithm
extract the most of the normal operating conditions of the turbine. The MFCCs are commonly
used for speech and audio characterization and have been deeply studied and used to train
machine learning (ML) models for audio classification or speech information extraction [20].
To calculate them, the following steps must be followed:

1. Split the signal into fixed-width overlapping windows.

2. Apply the time-frequency transform to each of the extracted frames and apply the DFT
to calculate the periodogram (it is an estimate of the spectral density of a signal).
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3. Compute a Mel-spaced filter bank for each of the frames. The filter bank is a series
of 20-40 triangular filters to get a filtered spectrogram. Before applying the filters, the
frames must be transformed into Mel-scale using Equation (5). Then, apply the log to
the resulting spectrogram.

M(f) = 2, 595.0× log

(
1.0 +

f

700.0

)
. (5)

4. The spectrogram of the previous step contains coefficients highly correlated, to avoid that
the DCT can be applied at this point to decorrelate them and obtain the MFCCs which
are very efficient for computation.

Finally, a data scaling process is applied to the resulting MFCCs. Data scaling methods are used
to improve the training of the algorithm by transforming all the values into a lower magnitude
scale to avoid exploding gradients and bias. The selected scaling method is known as min-max
scaling, and can be used by applying the following Equation (6):

D′(x) = a+
(D(x)−minD(x))(b− a)

maxD(x)−minD(x)
. (6)

The data is scaled between 0 and 1, thus, the scaling factors are a = 0 and b = 1. Once the
dataset is rescaled, it is ready for training. To calculate the MFCCs the library Librosa ([21])
written in Python programming language is used.

2.4 Model Selection

The model selected for the framework described in Section 2.1, is the autoencoder. It is an
unsupervised learning technique based on neural networks. It is commonly trained to learn
patterns of input data (encode) and reconstruct (decode) them at the output, suppressing its
noise. Two architectures of autoencoders were selected for training, namely the 1D autoencoder
and the 2D version, called convolutional autoencoder. For both of them, an image-denoising
design is selected, and the metric selected to measure their performance is the mean squared
error (MSE). It is the most common metric used to assess the performance of this kind of
algorithm. It is also commonly used to calculate the threshold needed for the anomaly detection
process. Due to the size of the VRAM of the available computer, both algorithms are trained
using a data sequencer.

3 Results and Discussion

Using the method described in Subsection 2.1, the trained models are able to learn the
particular characteristics of MFCCs to create a normality model of the turbine. The first
model trained was the 1D autoencoder.

The experiments carried out revealed that when training a more complex model with more
parameters, the model stabilized quickly and stopped early, resulting in a low loss (as seen in
Table 1, experiment 1). On the other hand, when training a less complex model with half of the
parameters, it achieved a lower loss (Table 1, experiment 3) than experiment 1, but not as low
as the middle model (Table 1, experiment 2). All experiments stopped early, stabilizing on the
loss value. The best-performing model was that of experiment 2, which achieved a minimum
of 1.70 · 10−4 validation MSE.
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Table 1: Training performance - 1D Autoencoder (Turbine 5)

Experiment H1, H2, H3 Lr Time Parameters Loss Val Loss Epochs
1 64, 32, 16 10−3 14m31.7s 265,908 2.76·10−4 2.32·10−4 8
2 64, 32, 8 10−3 32m34.5s 265,388 2.02·10−4 1.70·10−4 18
3 32, 16, 8 10−3 14m22.8s 132,684 2.55·10−4 2.33·10−4 8
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Figure 3: Reconstructed Turbine 5 MFCCs matrix by the trained 1D autoencoder - (a) Validation, (b) Testing
Data Example

To show the reconstruction capability of the 1D autoencoder, the MFCCs of one of the signals
are plotted, comparing the input and the reconstructed output of the model of the experiment
number 2 (see Figure 3). It is evident that, despite being the most successful model, it is unable
to accurately replicate the input data. Consequently, an alternative or different model that can
truly comprehend all the features of the signal is necessary.

That alternative is the convolutional autoencoder. Its results show a better generalization
and a better reconstruction of the input data.

Table 2: Training performance - Convolutional Autoencoder (Turbine 5)

Experiment Lr Time Parameters Loss Val Loss Epochs
1 10−2 19m 16.6s 12,193 1.29·10−4 1.34·10−4 10
2 10−3 19m 16.5s 12,193 8.74·10−5 7.96·10−5 10
3 10−4 28m 32.2s 12,193 7.58·10−5 7.28·10−5 15
4 10−3 28m 50.1s 12,193 5.94·10−5 4.36·10−5 15
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Figure 4: Reconstructed Turbine 5 MFCCs matrix by the trained trained convolutional autoencoder - (a)
Validation, (b) Testing Data Example

Using the resulting convolutional autoencoder model of experiment number 4, which ob-
tained the best performance, the same visualization exercise is performed showing an improved
recosntruction capability. In addition, it achieves its results in approximately 4 fewer minutes
of training and with under 95% of the parameters used by the optimal 1D autoencoder (Table
1).

Using the best-performing model, the convolutional autoencoder model number 4, feeding
it with the data with known anomalies and tuning the threshold to minimize false positives
(λ = 5), it is possible to identify several anomalies that resemble the failures depicted by the
authors of the dataset described in section 2.2. The final results are shown in Figure 5.
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Figure 5: Testing data example for detected anomalies (true alarms) in Turbine 5.
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Finally, to validate the proposed framework, a last experiment is performed. It consists of
using the data captured from turbines 3 and 4, which were two of the turbines that stayed
healthy, and applying the proposed framework to its data. The models are trained and tuned,
depicting great results. As expected, the false positives are reduced to a low percentage, showing
just a few anomalies (see Figure 6).
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Figure 6: Testing data with detected anomalies (false alarms) in Turbines 3 (a) and 4 (b).

4 CONCLUSIONS

This paper proposes a wind turbine gearbox condition monitoring technique based on vi-
bration data descriptors, data augmentation, and deep learning. The method augments the
existing normal condition vibration data and uses it to calculate the MFCCs as signal descrip-
tors to train a convolutional autoencoder. The model is able to accurately reproduce the signal
descriptors passed to it, capturing the normal parameters of the wind turbine and detecting
any abnormal conditions in an unsupervised manner. The proposed technique is able to alert
about faults before they cause failure, as the degradation of the mechanical parts is progressive.
The method was tested on publicly available vibration data from wind turbines in Sweden, and
it is completely unsupervised in the sense that only healthy data is needed to develop and
validate it, thus greatly extending its range of application in any wind turbine (even when no
faulty data is available). It could be further improved by testing it on real data from condition
monitoring systems (CMS) of actual wind turbines in operation. Unfortunately, these data are
usually proprietary and not easily accessible to researchers. Therefore, it is essential that in
the near future asset owners and researchers work together in a mutually beneficial way, where
asset owners can benefit from the latest data analytics and researchers can access the necessary
asset data to train and validate their models.
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