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Abstract. In this work, the application of an artificial neural network (ANN) is proposed to 

develop a predicting model for the holdup of a two-phase flow composed of water and 

mineral oil in a horizontal pipe. For this, the surface velocities of each fluid and the 

differential pressure in the pipeline are used as input parameters of the multilayer artificial 

neural network with backpropagation, while the holdup of the fluids is used as the output 

parameter for the training. A set of 56 experimental data was obtained in the LabPetro-

CEPETRO-UNICAMP laboratory. The best performing results for the predictive model show 

a mean absolute error (AAPE) of 3.01% and a coefficient of determination 𝑅2 of 0.9964 using 

15 neurons in the hidden layer of the network and the TanSig transfer function. 
 

 

1 INTRODUCTION 

The oil industry has focused its interest on the development of technologies that allow 

obtaining updated systems for the precise measurement of multiphase flow, defining this as a 

concurrent flow of substances in certain states or phases (solid, liquid, gas) which generate a 

layer separation with mixture between the phases [1] or characteristic patterns, derived from 

the initial hydrodynamic parameters of the Flow [2]. Hydrodynamic parameters are identified 

by applying different methodologies such as electrical impedance [3], pressure variation [4], 

ultrasonic echoes [5] and optical image analysis [6]. 

 

The application of soft computing techniques were studied by [7] for multiphase flow 

measurement [8] . In [9] they showed the advances developed in multiphase flow meters. In 

particular, [10] applied a methodology based on the recognition of pulse height distribution 

patterns of an artificial neural network (ANN), proposing an approach for the independent 

prediction of the holdup in multiphase flows, as well as [11], which innovated in the 

recognition of PHD patterns through the neural network. In [12] they introduced a hybrid 

network in which an optimization algorithm (GWO) is used to train the neural network and 

obtain mean error values, as well as the determination of fluid velocities [13]. 
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The objective of the present study is to investigate the feasibility of the application of 

artificial neural networks (ANN) for the prediction of the holdup of a two-phase water-oil 

flow in a horizontal pipe. For this, various neural network structures are trained and the results 

obtained are compared and allow to establish the precision of the predictive model generated 

by applying artificial intelligence in multiphase flows. 

2 EXPERIMENTAL METHODOLOGY 

The experimental tests were carried out at the facilities of the “Kelsen Valente Serra” 

petroleum experimental laboratory - LabPetro, located within the Center for Petroleum 

Studies - CEPETRO, at the State University of Campinas - UNICAMP. which allow to 

develop research on an industrial scale. 

 

For this investigation a horizontal multiphase flow line was fitted. The fluids used in the 

experimentation were: 

 

• Luchetti M600 mineral oil with a viscosity of approximately 180 [cP] at room 

temperature and a specific density of 868 [kg / m³] and water with a viscosity of 

approximately 1 [cP] at room temperature and a specific density of 1000 [kg / m³]. 

 

The experimentation was developed using a horizontal pipe made of carbon steel NBR 

5580 with 15 [m] length, 80 [mm] internal diameter and 4.5 [mm] thickness. In addition, the 

experimental line features a solid acrylic display section 0.5 [m] long and 80 [mm] internal 

diameter. Once the fluids are directed towards the experimentation pipe, the necessary 

measurements of pressure gradient, holdup, visualization of flow patterns, etc. are made. 

 

The analysis and treatment of the experimental data was carried out with the MATLAB® 

software, based on the fluid inlet velocities that were controlled and gradually modified with 

the LabView ™ software, directly taking advantage of the communication system with the 

that counts the laboratory. 

3 DESIGN OF THE ARTIFICIAL NEURONAL NETWORK 

For this study and in order to generate a model capable of predicting the holdup of water 

and oil, a multilayer perceptron artificial neural network (ANN) was used, since it is based on 

machine learning from some input parameters. Its flexible structure allows to establish 

variations in the inputs and outputs, as well as in the hidden layers, which have synaptic 

weights organized in a matrix and biases organized in a vector, forming a system capable of 

storing knowledge. 

 
The number of hidden layers can be greater than or equal to one, being a unidirectional 

network (feedforward) where the neurons of the hidden layer use the sum of the inputs 

together with the synaptic weights as a propagation rule in order to apply a function of 

sigmoid transfer, since it limits the generated response. Mathematically, the net input 𝑆𝑖 to the 

neural network is obtained through equation (1) proposed by [14]: 
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𝑆𝑖 = ∑ 𝑥𝑖𝑤𝑖𝑗 + 𝑏𝑗

𝑚

𝑗=1

 

(1) 

 

Where 𝑗 is the node of the hidden layer in which 𝑆𝑖, 𝑥𝑖 are the inputs to node 𝑗 (or outputs 

of the immediately previous layer), 𝑤𝑖𝑗 are the weights that represent the degree of 

relationship or connection between the nodes 𝑖 and 𝑗, 𝑖 is the number of nodes and 𝑏𝑗 is the 

bias that is related to each node 𝑗. 

 
The terms described above are processed by a transfer function, which precisely 

determines the output that is being searched for. For this study, the hyperbolic sigmoid 

tangent (TanSig) and logarithmic sigmoid (LogSig) activation functions were used [15], these 

being the most common activation functions in data processing with non-linear equations 

defined by equations (2) and (3), respectively. These functions generate values that fall within 

the intervals [0,1] and [-1,1]. Other activation functions are ReLU, Scaled Exponential Linear 

Unit (SELU) and radial basis function among others. 

𝑇𝑎𝑛𝑆𝑖𝑔 (𝑆𝑗)  = 𝑓(𝑆𝑗) =  
𝑒𝑆𝑗 − 𝑒−𝑆𝑗

𝑒𝑆𝑗 + 𝑒−𝑆𝑗
 

(2) 

𝐿𝑜𝑔𝑆𝑖𝑔 (𝑆𝑗)  = 𝑓(𝑆𝑗)  =
1

1 + 𝑒−𝑆𝑗
 

(3) 

 
Where 𝑓(𝑆𝑗) is the output of node 𝑗, as well as it is the input element to the nodes of the 

next layer. For the neural network to learn the relationship between the data, it is necessary to 

develop a training in which the weights are modified and the errors between the input values 

and the values produced by the trained neural network are reduced. To develop this phase of 

the design of the artificial neural network, an algorithm called backpropagation of errors or 

backpropagation, from a perceptron multilayer network obtained using the toolbox offered by 

MATLAB 2019 a ®. 

3.1 Treatment to minimize errors by selecting the appropriate number of neurons 

The complexity of the problem is directly related to the number of neurons that make up 

both the input and output layers, as they are equal to the number of parameters included in 

each phase respectively. The parameter that is used as the initial determinant to establish the 

proximity of the model is generated with the minimization of the mean square error, which 

follows equation (4). 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑌(𝐸𝑥𝑝,𝑚) − 𝑌(𝑃𝑟𝑒𝑑,𝑚))

2
𝑛

𝑚=1

 
(4) 

Where 𝑛 is the total number of input data, 𝑌(𝑃𝑟𝑒𝑑) is the output value obtained by the RNA 

and 𝑌(𝐸𝑥𝑝) is the experimental value of the output. 
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Two parameters are consecutively included that minimize the error generated in the 

selection of the appropriate number of neurons that make up the network. The first is called 

absolute mean percentage error (AAPE) expressed in equation (5), because it is the 

descriptive value of the performance of the ANNs developed during the study and includes 

the average value of the output data 𝑌̅(𝑃𝑟𝑒𝑑,𝑚). The second parameter is the coefficient of 

determination 𝑅2, which is calculated by equation (6). 

 

𝐴𝐴𝑃𝐸 =[
1

𝑛
∑ |

𝑌(𝐸𝑥𝑝,𝑚)− 𝑌(𝑃𝑟𝑒𝑑,𝑚)

𝑌(𝐸𝑥𝑝,𝑚)
|𝑛

𝑚=1 ]*100 
(5) 

𝑅2 = 1 −  
∑ (𝑌(𝐸𝑥𝑝,𝑚) − 𝑌(𝑃𝑟𝑒𝑑,𝑚))

21
𝑚=1

∑ (𝑌(𝐸𝑥𝑝,𝑚) − 𝑌̅(𝑃𝑟𝑒𝑑,𝑚))
21

𝑚=1

 
(6) 

4 RESULTS AND DISCUSSION 

Table 1 presents the results obtained integrally when training the RNA with the TanSig 

transfer function, determining as minimum values of the AAPE at 6.6, 5.03 and 3.01 and 

coefficient of determination of 0.9955, 0.9963 and 0.9964 for 8, 10, and 15 neurons, 

respectively. 

 

Table 1: : Results of the variation in the number of neurons in the hidden layer using the TanSig transfer 

function 

# NEURONS IN THE 

HIDDEN LAYER 

MEAN 

SQUARE 

ERROR 

𝑹² AAPE 

% 

1 0,00541 0,9746 14,33 

2 0,00151 0,9929 8,87 

3 0,00337 0,9842 8,81 

5 0,00305 0,9857 14,12 

8 0,00095 0,9955 6,60 

10 0,00079 0,9963 5,03 

12 0,00123 0,9942 6,48 

15 0,00077 0,9964 3,01 

20 0,01085 0,9491 23,14 

 

By analyzing this information, it was possible to determine that the optimal RNA to 

develop the holdup predictive model for the water and oil fluids is the one that integrates the 

TanSig transfer function with two layers. The hidden layer is composed of 15 neurons and 

achieves an AAPE 3.01% calculated with Equation (5), a coefficient of determination 𝑅2 

equal to 0.9964 calculated with Equation (6) and a mean square error (MSE) of 0.00077, 

allowing to conclude that in a comparative way, this predictive model is the best of the 18 that 

were simulated, presenting the best results in the calculations and in the simulation. 
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5 CONCLUSIONS 

- An RNA model was implemented to predict the holdup of water and oil that form a 

biphasic flow in a horizontal pipe. The recognition of the surface velocities of the 

fluids and the differential pressure in the RNA inlets were studied, which had in its 

best performance an absolute mean percentage error (AAPE) of 3.01% and a 

coefficient of determination 𝑅2 0.9964 for all experimental data measured in 

LabPetro. 
 

- The optimal neural network model for the experimental data used is one that has an 

input layer, a hidden layer made up of 15 neurons with their respective vector of 

weights and biases, and an output layer composed of the results of the holdup of the 

prediction. 

 

- Knowing the values of the surface velocities and the differential pressure in the pipe, 

the holdup of a two-phase flow can be accurately predicted using neural networks. 

REFERENCES 

[1] M. Süßer, “Flow Measurement Handbook: Industrial Designs, Operating Principles, 

Performance and Applications,” Cryogenics (Guildf)., vol. 40, no. 6, p. 421, Jan. 2000. 

[2] Y. Ma, W. Liu, H. Wu, Y. Liu, J. Lyu, and Z. Cai, “Visualization experiment of gas–

liquid flow pattern downstream of single-orifice plates in horizontal pipes under an 

intermittent upstream flow,” Exp. Therm. Fluid Sci., vol. 119, no. September 2019, p. 

110206, Nov. 2020. 

[3] E. S. Rosa, R. M. Salgado, T. Ohishi, and N. Mastelari, “Performance comparison of 

artificial neural networks and expert systems applied to flow pattern identification in 

vertical ascendant gas–liquid flows,” Int. J. Multiph. Flow, vol. 36, no. 9, pp. 738–754, 

Sep. 2010. 

[4] V. S. Chalgeri and J. H. Jeong, “Flow regime identification and classification based on 

void fraction and differential pressure of vertical two-phase flow in rectangular 

channel,” Int. J. Heat Mass Transf., vol. 132, pp. 802–816, Apr. 2019. 

[5] F. Liang, H. Zheng, H. Yu, and Y. Sun, “Gas–liquid two-phase flow pattern 

identification by ultrasonic echoes reflected from the inner wall of a pipe,” Meas. Sci. 

Technol., vol. 27, no. 3, p. 035304, Mar. 2016. 

[6] C. Sunde, S. Avdic, and I. Pázsit, “Classification of two-phase flow regimes via image 

analysis and a neuro-wavelet approach,” Prog. Nucl. Energy, vol. 46, no. 3–4, pp. 348–

358, 2005. 

[7] Y. Yan, L. Wang, T. Wang, X. Wang, Y. Hu, and Q. Duan, “Application of soft 

computing techniques to multiphase flow measurement: A review,” Flow Meas. 

Instrum., vol. 60, no. February, pp. 30–43, Apr. 2018. 

[8] M. M. Hernández-Cely and C. M. Ruiz-Diaz, “Estudio de los fluidos aceite-agua a 

travésdel sensor basado en la permitividad eléctrica del patrón de fluido,” Rev. UIS 

Ing., vol. 19, no. 3, pp. 177–186, Apr. 2020. 

[9] G. H. Roshani, E. Nazemi, and M. M. Roshani, “Intelligent recognition of gas-oil-

water three-phase flow regime and determination of volume fraction using radial basis 



First A. Author, Second B. Author and Third C. Author 

 6 

function,” Flow Meas. Instrum., vol. 54, no. October 2016, pp. 39–45, 2017. 

[10] C. M. Salgado, L. E. B. Brandão, C. M. N. A. Pereira, and W. L. Salgado, “Salinity 

independent volume fraction prediction in annular and stratified (water–gas–oil) 

multiphase flows using artificial neural networks,” Prog. Nucl. Energy, vol. 76, pp. 17–

23, Sep. 2014. 

[11] C. M. Salgado, C. M. N. A. Pereira, R. Schirru, and L. E. B. Brandão, “Flow regime 

identification and volume fraction prediction in multiphase flows by means of gamma-

ray attenuation and artificial neural networks,” Prog. Nucl. Energy, vol. 52, no. 6, pp. 

555–562, 2010. 

[12] A. Karami, G. H. Roshani, E. Nazemi, and S. Roshani, “Enhancing the performance of 

a dual-energy gamma ray based three-phase flow meter with the help of grey wolf 

optimization algorithm,” Flow Meas. Instrum., vol. 64, no. October, pp. 164–172, 

2018. 

[13] G. H. Roshani, R. Hanus, A. Khazaei, M. Zych, E. Nazemi, and V. Mosorov, “Density 

and velocity determination for single-phase flow based on radiotracer technique and 

neural networks,” Flow Meas. Instrum., vol. 61, no. March, pp. 9–14, Jun. 2018. 

[14] E. Jorjani, S. Chehreh Chelgani, and S. Mesroghli, “Application of artificial neural 

networks to predict chemical desulfurization of Tabas coal,” Fuel, vol. 87, no. 12, pp. 

2727–2734, 2008. 

[15] H. M. H. Al-Rikabi, M. A. M. Al-Ja’afari, A. H. Ali, and S. H. Abdulwahed, “Generic 

model implementation of deep neural network activation functions using GWO-

optimized SCPWL model on FPGA,” Microprocess. Microsyst., vol. 77, p. 103141, 

Sep. 2020. 

 


