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Abstract: The minerals processing and aggregate industry have relied on steady-state
population and mass balance simulators for decades. However, accurately modeling new
processes remains a critical challenge that hinders innovation and decision-making in the
industry. In recent years, time-dynamic simulators have been developed, which offer
more accurate predictions of process variability and performance, as well as the ability
to introduce regulators and control algorithms. Yet, these still require simplified process
models of each unit in the system. The development of high-performance discrete element
method (DEM) solvers with advanced particle physics models presents a new opportunity
to model complete comminution and classification processes.

In this paper, we discuss the potential, challenges, and current limitations of using
DEM for advanced dynamic process and equipment evaluation, exemplified by a coarse
comminution crushing and screening case. We demonstrate the methodology using a
GPU polyhedral DEM implementation with a boundary-volume hierarchy (BVH) collision
search algorithm. The results show that the scale of a full-scale two-stage crushing process
is possible to simulate. The transition from algebraic process models to DEM would make
a significant advancement, bridging the current gap between overly simplified generalized
process models and specific equipment design. This approach offers exciting opportunities
for the mineral processing and aggregate industry to develop more innovative and efficient
circuits.

Keywords. DEM, Simulation, Dynamic process simulation, Comminution, Screening,
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1 Introduction

The resource extraction of metals and minerals from ore materials is increasingly im-
portant in light of market demand and global environmental challenges. To meet these
demands, new mining sites are needed, and current operations have to increase produc-
tion. Furthermore, mining operations have to tackle the difficulty of complex ore bodies
with lower ore grade. These ore bodies are commonly more competent, requiring more
energy for size reduction. The size reduction process, i.e. comminution, is currently es-
timated to stand for 1-3 % of the energy consumption in typical mining countries [5].
Current comminution machines are typically energy inefficient. Estimates vary depending
on the choice of limiting energy base reference, but it is commonly claimed that about
2-5% of the energy is used to form new fractured surfaces [1, 5]. The energy efficiency
problem has led to advancements in the last 30-40 years to find more energy-efficient
comminution machine alternatives. Some examples of new devices are the High Pressure
Grinding Roll, The Vertical Roller Mill, Tower Mills and several other technologies. An-
other key technology to improve circuit efficiency is pre-concentration with ore sorters.
These devices are used to identify and separate single ore particles that contain valuable
enough minerals. A problem for widespread adoption of ore sorters is the low capacity of
single units and the consequences of complex bulk materials ore routing.

One of the essential approaches to tackle the challenges is different types of simulation
techniques. Process simulation methods have been developed for decades and have evolved
from relatively simple steady-state population balance models to more advanced time-
dynamic process simulations with semi-mechanistic machine/unit models [16]. In parallel,
particle simulations using the discrete element method and related methods have primarily
been used to model single comminution and classification machines in detail or difficult
problems related to e.g. transfer chutes, bins, and hoppers[6]. However, complete circuits
are usually not simulated due to the lack of computational performance or a lack of value
such simulation would produce since other vital aspects of the process are not included.

This paper aims to discuss and provide some examples of how accurate large particle
system simulations based on GPU-parallelization could be utilised not only for single units
but for process dynamics simulations.

First, the DEM method used for the study is presented, including a brief description of
the particle fracture model. Further, a demonstration case is configured to provide a basis
for discussion and exploration of the possibilities and challenges. Finally, the discussion
is concluded with a set of statements regarding the approach’s feasibility and potential
future development.
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2 Dilated polyhedron Discrete Element Method

For readers who are not specifically active in the area of DEM, a brief description of the
method is provided as follows. In the discrete element method, each particle is represented
and modelled as a geometrical shape with specified size and material properties. The
contact interactions within the particle assembly and against geometry boundaries are
calculated by solving physical equations based on Newton’s laws for motion and rotation.
These equations determine the movement of the particles. In their most general form,
Zhou et al [4] write the governing equations for the translational and rotational motion
of particle i with mass mi and moment of inertia Ii as

mi
dvi
dt

=
∑
j

Fc
ij +

∑
k

Fmc
ik + Fe

i + Fg
i (1)

Ii
ωi

dt
=

∑
j

Mij (2)

where vi and ωi are the translational and angular velocities of particle i, respectively, Fc
ij

and Mij are the contact force and torque acting on particle i by particle j or the walls,
Fmc

ik is the non-contact force acting on particle i by particle k or other sources, F e
i is the

external interaction force from e.g. a fluid or field acting on particle i, and F g
i is the

gravitational force. The simulation cases used in this work do not have non-contact forces
from external fields or particle fluid interactions, reducing the governing equations to

mi
dvi
dt

=
∑
j

Fc
ij + Fg

i (3)

Ii
ωi

dt
=

∑
j

Mij. (4)

To resolve the contact forces in the system, there are a wide range of contact models
available in the literature for different types of granular material. In this work, the Hertz-
Mindlin-Deresiewicz (HMD) model is applied to represent the interaction between dry
non-cohesive rock materials.

In Demify® , the dilated polyhedron shape can be generated from any convex trian-
gulation. In Figure 1, the geometrical state of four different example rock particles are
presented. For a 3D laser-scanned rock particle with very high resolution, the triangu-
lation is first decimated to a suitable number of triangles. A higher number of triangles
per particle will have some impact on the computational load but will provide a more
resolved particle population. In order to perform the Minkowski-sum operation between
a sphere and the convex polyhedron, the convex hull of the non-convex shape is calcu-
lated. The final dilated polyhedron is, hence a result of the shape of the convex hull mesh
and the radius of the sphere used for the dilation operation. It is important to consider
the dilation radius in relation to the application and wanted stiffness and shear strength
properties of the granular assembly.
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Laser-scanned
rock particles
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mesh triangulation Convex hull Dilated polyhedron

Figure 1: Particle shape representation from 3D laser scanned rock particle to the dilated
polyhedron shape

2.1 Broad Phase Contact Detection

To calculate the interaction contact forces, the overlap between particles has to be
computed. For spherical and multi-sphere particles, the calculation is relatively trivial.
For non-convex general polyhedral shapes, the calculation of exact volumetric overlap is
more complex [15]. In addition to the exact intersection of the particles, there’s a need for
a fast but approximate broad-phase collision detection method to filter potential particle
and object collision pairs. This helps prevent a quadratic increase in computation as the
number of particles grows. Typically, in GPU-based DEM literature, a Cartesian grid
is employed for identifying collision pairs among particles. A schematic grid structure is
depicted in Figure 2a. The advantage of using Cartesian grids lies in their straightfor-
ward implementation, well-suited for GPU parallelism. However, they suffer in scenarios
with widely varying particle sizes, as all grid cells must have the same size and shape.
This results in either oversized cells with excessive potential collision pairs or small cells
leading to high memory usage (cubically scaling with smaller cell size). [2]. To address
this, a GPU-based Bounding Volume Hierarchy (BVH), see Figure 2b, is employed in this
work to create a versatile DEM solver capable of handling diverse particle shapes and size
distributions. .

(a) A Cartesian Grid broad phase data structure (b) A Bounding Volume Hierarchy (BVH) data
structure

Figure 2: The two main collision detection schemes used in DEM

BVH-based broad-phase collision detection offers distinct advantages over Cartesian
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grids because its performance is less affected by complex particle shapes or wide particle
size distributions. This resilience stems from the BVH’s flexible tree structure and indi-
vidually tailored bounding volumes for each particle. The implementation is rooted in
binary BVH GPU research[7, 8, 9, 10], with adaptations for higher degree nodes. The use
of the BVH broad phase collision detection scheme is relevant to mention in the context
of this paper as it allows for large spatial domains. A typical grid-based search method
would have difficulty dealing with case configurations as the demonstration simulation
discussed in later sections.

2.2 Interfaces

There are three different interfaces worth mentioning in the context of the study. The
first is the Graphical User Interface (GUI) of Demify® based on the IPS software platform.

This is principally not needed to set up a DEM simulation; however, in practice, when
dealing with very large CAD assemblies, it is nearly impossible to correctly configure and
handle all geometries directly in the Advance Programming Interface (API) without visual
feedback. When a base case model is configured, the case description is automatically
translated to the Python API representation. The third interface of relevance is the
Functional Mockup Interface (FMI). DEM cases can be packaged as a Functional Mockup
Unit (FMU) and imported as a FMU block in third party software such as MATLAB
Simulink. This allows for registration of input and out variables from the FMU that can
interface to control modelling performed in Simulink.

3 The potential of dynamic process simulation with DEM

Historically, modelling and simulation of comminution systems have been done with a
steady-state approach. Commonly used software are JKsimMet, Metso Bruno, AggFlow
and ModSim. During the last two decades, time-dynamic simulations have been developed
and performed using e.g. the MATLAB Simulink framework [3, 11]. While these solutions
provide undisputed value to the industry, they inherently suffer from a lack of resolving
the actual physical system. To fit unit model and process responses, extensive test work
in the field and laboratory is typically required. The wide range of tests needed is both a
cost and a feasibility problem.

In the initial phase of developing the time-dynamic framework for comminution pro-
cesses, it was realised that at least the basics of interlocks and control loops had to be
included. This realisation transformed into the approach of using the simulation frame-
work for the development of control systems [13, 16]. The idea of integrating the Discrete
Element Method (DEM) simulations with control algorithms, such as using Simulink and
model predictive control (MPC), in minerals processing could open up a range of new
possibilities for solving complex problems and optimizing various aspects of the process.
A well-resolved DEM model includes a significant level of detail enabling new opportuni-
ties. In a conventional steady-state or time dynamic process models, the unit sub-models
are general and usually based on population balance modelling with various levels of
semi-mechanistic model structures. In many instances when troubleshooting a dry com-
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minution circuit, it turns out that the main problem does not lie in the comminution or
classification equipment but is rather related to problems in transfer points, bins, hoppers
and so forth. These aspects are very difficult to include in a process model as they relate
to the very precise geometrical representation of the process. A number of additional
engineering use case scenarios for the idea are listed below,

• Equipment sizing and mass balancing

• Segregation and misalignment

• Equipment wear and life-time predictions

• Process stability and robustness

• Advanced control strategies and virtual sensor development

• Circuit expansion concept evaluation

It should be emphasised that the vision described above is not fully implemented in
this paper. Rather, the aim is to open up the discussion of the topic in the comminution
and classification community. Still, to provide some insight into the potential of the
approach, a two-stage crushing and screening circuit has been modelled using the existing
capabilities in Demify® as described in the following section.

3.1 Demonstration of a complete process simulation

The circuit is an academic example and illustrated in Figure 3. The process is a
two-stage crushing and screening circuit beginning with a primary screen that feeds a
secondary crushing and screening stage with re-circulation, as well as a tertiary crushing
and screening stage with recirculating load from both the tertiary and secondary screens.
The product from the circuit could be e.g. a feed material to a HPGR circuit.

The case settings can be seen in Table 1. The system was simulated for 60 seconds of
operation and a steady state condition between generators and destructors was achieved
after 25-30 seconds, see Figure 4. A real physical circuit has to abide by the constraints of
conveyor belt inclinations. Therefore, conveyors are typically very long in order to reach
the top of storage bins. Long conveyors pose a practical problem in a DEM simulation.
It is of low value to simulate the flow of particles on a 100 meter long conveyor belt.
We therefore propose the solution of only considering the first and last sections of the
conveyor. In Demify® , particle populations are created in objects called generators and
removed using a modelling object called destructors.

A solution to the conveyor problem is to use the destructor to remove material but
utilize the bulk flow information as input to the next generator. This could be seen
as a portal generator object. In this demonstration case, this idea has not yet been
implemented. Instead, a rough estimation of the circuit mass balance was done, and the
generators were given static size distribution and mass flow input. Since the fracture in
the crushers is not included yet either, a certain size reduction was assumed to define the
product size distribution. To allow for the flow through the crushers the mantle liners
were excluded from the simulation.
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(b) Complete DEM simulation setup including notation for
conveyor belts

Figure 3: Illustrations of the simulated flowsheet

Table 1: Simulation settings for demonstration case

Parameter Aspect Value Unit
Geometry

Particles Steady-state 110 900 [-]
Particle triangle elements Steady-state 1 774 400 [-]
Geometry vertices 2 569 297 [-]
Geometry traiangles 856 399 [-]
No of particle shapes 3 [-]
Polyhedral resolution 16 [-]
Domain dimension X 48 [m]

Y 19.5 [m]
Z 17 [m]

Particle population
Coefficient of static friction particle-particle 0.55 [-]

particle-part geometry 0.45 [-]
particle-rubber 0.8 [-]

Coefficient of restitution particle-particle 0.14 [-]
particle-part geometry 0.12 [-]
particle-rubber 0.1 [-]

Young’ Modulus particle 500 [MPa]
part geometry 500 [MPa]
rubber 1 [MPa]

Poisson’s ratio particle 0.28 [-]
part geometry 0.3 [-]
rubber belt 0.35 [-]

Density particle 3200 [kg/m3]

part geometry 7800 [kg/m3]

rubber 1000 [kg/m3]
Relative dilation radius 0.15 [m/m]

Simulation Settings
Time-step 2.00E-05 [s]
Computational rate (Steady-state) 8 [min/s]
Hardware GPU model RTX3090 [-]

CPU model Ryzen 16 core [-]
Process settings

Vibratory screen motion Periodic translation amplitude 4 [mm]
Periodic translation frequency 12 [Hz]
Ocillating motion Circular [-]

Archard wear Constant 2.00E-12 [m2/N ]
Feed Mass flow 1500 [tph]

PSD 30-280 [mm]

An overview of the simulation is provided in Figure 5a with particles colored according
to particle characteristic size. In Figure 5b-5c the particle load on the tertiary screen deck
is visualized with particles and with the wear pattern. The utilization of the screen deck
surface is reasonable, however, there are unloaded areas in the top corners. The feeding to
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Figure 4: Illustration of mass flow rates on the conveyor belts around the tertiary crushing
section demonstrating mass balance and evaluation of material residence time

the crushers are shown in Figure 5d indicating poor feeding conditions with misalignement.
Such feeding conditions would likely result in non-optimal crushing performance and liner
wear issues. In Figure 5e-5g the range filter feature in Demify® is demonstrated to
visualize only the particles in size ranges +30/-40 mm, +40/-90 mm and +90/-280 mm
respectively.

8



J. Quist and F. Edelvik

(a) Overview of the complete simulation at T=60s

(b) Image of the material flow on the
tertiary screen

(c) Image of the wear pattern on the
tertiary screen deck

(d) Flow behaviour into the crushers
showing a typical misaligned feeding
condition

(e) Screening sections with a range filter
visualizing only +30/-40mm sizes

(f) Screening sections with a range filter
visualizing only +40/-90mm sizes

(g) Screening sections with a range filter
visualizing only +90mm sizes

Figure 5: Detail visualisations of the performed DEM process simulation
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An important aspect of the process is the residence time and live capacity of bins
and conveyors. In this simulation, all the conveyors are active from the start of the
simulation. However, if a time-delay would be introduced for e.g. C5 and C6 feeding the
tertiary crushers, the feed bin would build up material. This allows for bin flow analysis
and live capacity predictions. As seen in Figure 4 the residence time from the initial flow
on the feed conveyors to the bin, to the stable flow of material on the crusher product
conveyor can be analysed.

The performance of vibratory screens are critical to overall circuit performence. Screens
are often overlooked and there is commonly large gains to be made from making sure they
operate optimally. In Figure 6 an analysis example is shown for the convergence of the
size distribution on the second screen deck on the primary screen. Geometric filters have
been used to create 10 selection domains where the size distribution can be evaluated over
time. This can be used to evaluate the process robustness and classification efficiency of
the screen for different loading scenarios.
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Figure 6: Particle size distribution for 10 filter boxes on the second screen deck of the
primary screen showing the capability to review screening efficiency convergence along
the deck length

4 Discussion

In Figure 7 a schematic illustration of the next level of envisioned integration is shown.
A control layer can be modelled in e.g. Simulink and either the complete process DEM
simulation can be packaged as a FMU to allow for simulation via Simulink as a FMI
master. This approach would also allow for single units to be run as FMU units on
separate nodes. This would open the challenge of performing the process simulation with
asynchronous parallel computations.

The most critical limitation of performing process simulation with DEM has probably
been the lack of computational performance to handle the system scale. The findings in
this paper suggest that this limitation is at least sufficiently tackled to provide interesting
insights. However, some process aspects require a much longer time-scale, hence it is likely
that DEM based process simulations will be realistically limited to time windows that are
below 10 min. An additional approach would be to couple the conventional dynamic
process simulation method to the DEM. This would open up for cross-verification and
optimization on different time-scales.
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Figure 7: Schematic illustration of connecting destructor and generator objects to transfer
the particle state, and how the units interface with a control layer in e.g. Simulink via
FMI

5 Conclusions

The main conclusion of this paper is that a complete dry coarse comminution and
classification process can be simulated in one simulation domain. As discussed the concept
can be expanded to include relevant features to allow for more realistic connection between
the generator and destructor objects. Even though the simulation is large in terms of
spatial dimensions, the limit for the number of particles have not been reached and the
computational load is still reasonable low. It would hence be of interest to include the
particle fracture model for the crushers to investigate optimal crusher operation, choice
of crusher liners.

The following aspects are instrumental in reaching these results:

• An efficient broad-phase collision detection algorithm based on a Boundary Volume
Hierarchy algorithm on the GPU

• A complex shape dilated polyhedron GPU DEM solver

• Efficient handling of large geometry assemblies in the IPS Demify® GUI

• Flexible use of particle generator and destructor objects

There are several aspects to further develop to realise the vision presented in this paper:

• Evaluate FMU-coupling to e.g. Simulink and test different levels of control strategies

• Implement portal generator concept

• Utilize the recently implemented cohesive crack fracture model based on work by
[12, 14] for resolved cone crusher breakage simulation

• Further evaluate a framework for simulation of parallel sub-systems on distributed
nodes as an asynchronous parallel co-simulation with external FMI master.

• Investigate and verify the dynamics of existing plant operations
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