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Abstract

Purpose – Develop a method for the optimal placement of sensors in order to detect the largest
number of contaminant release scenarios with the minimum amount of sensors.

Design/methodology/approach – The method considers the general sensor placement problem.
Assuming a given number of sensors, every release scenario leads to a sensor input. The data recorded
from all the possible release scenarios at all possible sensor locations allow the identification of the
best or optimal sensor locations. Clearly, if only one sensor is to be placed, it should be at the location
that recorded the highest number of releases. This argument can be used recursively by removing
from further consideration all releases already recorded by sensors previously placed.

Findings – The method developed works well. Examples showing the effect of different wind
conditions and release locations demonstrate the effectiveness of the procedure.

Practical implications – The method can be used to design sensor systems for cities, subway
stations, stadiums, concert halls, high value residential areas, etc.

Originality/value – The method is general, and can be used with other physics-based models (puff,
mass-conservation, RANS, etc.). The investigation also shows that first-principles CFD models have
matured sufficiently to be run in a timely manner on PCs, opening the way to optimization based on
detailed physics.
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1. Introduction
The intentional or unintentional release of hazardous materials can lead to devastating
consequences. In order to mitigate the degree of damage it is necessary to detect the
presence of hazardous materials.

Two different types of sensors are commonly used in detecting hazardous materials:
point sensors and standoff sensors. The first class of sensors is characterized by high
sensitivity, accurate identification of specific agents and low cost per unit. However,
these sensors are very expensive to maintain. The second class includes standoff
sensors (or non-invasive sensors) and is usually based on laser beam technology. These
sensors can cover larger areas, but they are very expensive and do not accurately
identify specific agents.

The number of sensors is typically limited by several constraints, notably budget
and availability of locations for placement. It is therefore of great importance to deploy
the limited number of sensors in such a way that they are able to detect the maximum
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possible number of release scenarios. This question has received increased attention in
recent years. Various optimization techniques have been proposed, ranging from
Monte-Carlo simulations with Gaussian plume models (Garten et al., 2003), genetic
algorithms with data compression models of 3D simulations (Obenshain et al., 2004)
and two-point space correlations of Gaussian plume models (Sykes and Chowdhury,
2004). Most of these methods require thousands of simulations, restricting them to
rather simple physics that can be incorporated into a fast running model.

This short note is intended to illustrate a simple method that can provide a solution
to the sensor placement problem with the minimum possible number of simulations,
making it feasible to incorporate first-principle, 3D unsteady flow/contaminant
transport simulations.

2. Optimal sensor placement
Consider the general sensor placement problem. If we assume a given number of
sensors, every release scenario (location and amount of release, current meteorological
conditions, etc.) will lead to a sensor input. The data recorded from all the possible
release scenarios at all possible sensor locations allows the identification of the best or
optimal sensor locations. Clearly, if only one sensor is to be placed, it should be at the
location that recorded the highest number of releases.

This argument can be used recursively by removing from further consideration all
releases already recorded by sensors previously placed. The procedure has been
sketched in Figure 1. The case shown has three possible release locations, three
possible wind directions and three possible sensor locations. For every release scenario
(location and wind direction), a run is performed and the data recorded at all sensors is
stored. Once all these data have been gathered, the sensor that was able to detect the

Figure 1.
Optimal sensor placement
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highest amount of cases is selected (number 1 in Figure 1). All the release scenarios
sensed by this sensor are removed from further consideration. The number of release
scenarios sensed by the remaining sensors is again compared, and the sensor that was
able to detect the highest amount of cases is selected next (number 2 in Figure 1). The
procedure is repeated recursively until no undetected release cases are left, or the
available sensors have been exhausted. A pseudo-code summary of the procedure may
be found in the Appendix.

3. Calculation of sensor input
The input parameters for possible release scenarios are manifold: meteorological
conditions (notably wind direction), type and amount of contaminant, and release
location (Hanna et al., 1982; Stern et al., 1984; Arya, 1998, 1999). As with any other
disciplines, a number of models with different degrees of approximation and
fidelity can be employed for the prediction of contaminant transport. In ascending
order of fidelity, we mention puff models (Hanna, 1998; Witlox, 1999; Hanna et al.,
2003), mass-conservation models (Sherman, 1978; Prabha and Mursch-Radlgruber,
1999), Reynolds-averaged 3D CFD models (Coirier and Jorgenson, 1996;
Kastner-Klein et al., 2000; Lim et al., 2000), and detailed (very large eddy
simulation) 3D CFD models (Hanna et al., 2002; Camelli et al., 2003, 2004;
Obenshain et al., 2004). In the present case, we have chosen to use the last option.
We remark again that for each of these (number of releases £ number of wind
directions) scenarios, a separate computational fluid dynamics (CFD) contaminant
transport run is performed.

Recent advances in CFD codes and hardware have made it possible to perform
large-scale, high-resolution 3D runs in a reasonable amount of time (Löhner, 2001;
Camelli et al., 2003, 2004; Löhner et al., 2003). Notable advances in CFD codes include
the use of explicit multistage advection within projection-type solvers (Löhner et al.,
2003; Löhner, 2004), which reduces flow solver CPU requirements by a factor of 1 : 5,
and the use of dynamic deactivation (Löhner and Camelli, 2004), which yields speed-up
factors of 1 : 5-1 : 20 for transport simulation. Notable advances in hardware have been
PCs with clockrates exceeding 3.0 GHz and RAM exceeding 2.0 GB.

The flowfields for different meteorological conditions (wind direction, atmospheric
conditions, humidity, temperature of building walls, emissions of heat exchangers, etc.)
are typically calculated and stored on supercomputers. Given that in some cases up to
an hour of real time needs to be computed, these runs can consume a considerable
amount of computer time. The effects of different release scenarios (type, amount,
location, etc.) are then simulated for these pre-stored flowfields. Algorithmic
improvements (Löhner et al., 2003) have enabled high fidelity CFD calculations of
each one of the release scenarios in a matter of minutes on PC platforms, even for grids
in excess of a million elements. This implies that on networks of PCs, or PC clusters,
hundreds of release scenarios can be simulated per day.

Sensors are simulated in CFD codes by recording the time history of the
concentration at the location of the sensors. Then, for each of the different release
scenarios, the time history of all possible sensors in the field is recorded and stored.
A sensor is assumed to activate (or “go hot” as it called) once the concentration exceeds
a threshold level.
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4. Selection of release scenarios
The choice of sensors will be heavily influenced by the release scenarios chosen.
Release scenarios are given by a combination of:

Release
. Type (material, amount,. . .);
. Location(s);

Meteorological
. Wind (velocity, direction,. . .);
. Temperature;
. Humidity, rain,. . .;
. Surface heating/absorption;

For most applications, the worst-case scenario is given by a stable atmosphere with
light and variable winds. It is in these conditions that contaminant clouds tend to linger
the longest at low altitudes, dissipating only slowly. Given that the number of release
scenarios can quickly reach very large numbers (number of wind directions £ number
of release locations £ number of material types/amounts released £ . . .), and that
each one of them requires a 3D CFD simulation, a judicious choice of the most likely
(and most harmful) scenarios has to be chosen. As far as wind direction is concerned, at
many geographical locations winds tend to have a few predominant directions. As far
as release location is concerned, the maximum harm will typically occur if the release
location happens to be upstream. In this way, the number of possible release scenarios
can be reduced measurably.

5. Examples
The procedure outlined above was applied to several examples. In each of these, the
flow physics were described by the incompressible Navier-Stokes Equations with the
Smagorinsky turbulence model. A logarithmic profile was applied as inflow boundary
condition with a mean velocity of 2 m/s at a height of 10 m. The finite element code
FEFLO, a general-purpose flow solver code, was used for both the flow field and
dispersion calculations. This particular code has been repeatedly benchmarked and
compared to experiments (Camelli and Löhner, 2000; Hanna et al., 2002; Camelli et al.,
2003, 2004) and is routinely used for production runs. However, we emphasize that any
other CFD tool capable of accurate dispersion calculations could have been used
instead. The flow field was pre-calculated and stored in order to speed up the time for
each of the dispersion runs. The runs were performed on PCs with Intel P4 chips
running at 3.20 GHz, and with 1 GB RAM, Linux OS and Intel compiler.

5.1 Residential blocks
Consider the intentional release in an area representative of an inner city composed of
three by two blocks. The geometry definition and the surface mesh are shown in
Figure 2. The mesh consisted of approximately 0.85 Mtet. The release time was
assumed to be 60 s, and the simulations were carried out for at least 600 s of real time.
Each of the dispersion simulation runs took between 4 and 20 min. A typical result is
shown in Figure 3. A total of 65 sensors, shown in Figure 4, were placed at possible
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locations. Twenty dispersion locations were defined, depending on the predominant
wind direction. Figure 5 shows the release locations for wind coming from the
south/east, and for wind coming from the west. Depending on the number of wind
direction/release scenarios considered and the sensor threshold, different optimal
sensor numbers and placements are obtained. Figure 6 shows the optimal sensor
placement for purely south easterly wind: note that only seven optimal sensors are
required to sense all release scenarios with a measurement threshold of ct ¼ 0:002;

Figure 2.
Problem definition and
detail of surface mesh

Figure 3.
Surface velocities and
typical iso-surface of
concentration

Figure 4.
Sensor placement
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whereas 12 sensors are required for a measurement threshold of ct ¼ 0:020:
Furthermore, the sensors on the leeward side of the complex have been deactivated due
to the higher measurement threshold.

The same behaviour can be seen in Figures 7 and 8, which show the optimal
placement of sensors for wind coming from the south and west. For a combination of
all three wind directions, the optimal sensors required to detect all release scenarios are
shown in Figure 9. Note that, as expected, as the number of wind directions and release
locations increases, the number of sensors required increases as well. However, only
ten sensors with a measurement threshold of ct ¼ 0:020 are able to cover all cases.

5.2 Shopping mall
The second example considers the intentional release in an area representative of a
typical shopping mall, with adjacent offices and hotels. The geometry definition is
shown in Figure 10. The mesh consisted of approximately 0.82 Mtet. The release time
was assumed to be 20 s, and the simulations were carried out for at least 600 s of real

Figure 5.
Release locations for

south/easterly and
westerly winds

Figure 6.
Optimal sensor placement

(wind: southeast) ðct ¼
0:002; ct ¼ 0:020Þ
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Figure 8.
Optimal sensor placement
(wind: west) ðct ¼ 0:002;
ct ¼ 0:020Þ

Figure 7.
Optimal sensor placement
(wind: south) ðct ¼ 0:002;
ct ¼ 0:020Þ

Figure 9.
Optimal sensor placement
(all three wind directions)
ðct ¼ 0:002; ct ¼ 0:020Þ
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time. Each of the dispersion simulation runs took between 4 and 20 min. A typical
result is shown in Figures 11-13.

A total of 96 sensors, shown in Figures 14 and 15, were placed at possible locations.
Figure 16 shows the 11 dispersion locations that were considered. Depending on the
number of wind direction/release scenarios considered and the sensor threshold,
different optimal sensor numbers and placements are obtained. Figures 17 and 18 show
the optimal sensor placement (blue circles), as well as the release scenarios missed (red
squares), for purely northern, western and south-western winds and a measurement
threshold of ct ¼ 0:10: Note that only 1-3 optimal sensors are required to sense all
measurable scenarios, but that for some cases a considerable number of release
scenarios are missed. This should come as no surprise, as the sensors are in close
spatial proximity while some of the release locations are further away, as well as
downwind from the sensors.

For a combination of all three wind directions, the optimal sensors required to detect
the maximum possible number of release scenarios are shown in Figure 19. As
expected, as the number of wind directions and release locations increases, the number

Figure 10.
Shopping mall:

computational domain

Figure 11.
Surface velocities for wind

coming from north and
west

Optimal
placement of

sensors

267



of sensors required increases as well. However, only five sensors are able to cover all
measurable cases.

6. Conclusions and outlook
A method for the optimal placement of sensors in order to detect the largest number of
release scenarios with the minimum amount of sensors has been presented. The
method is fairly general, and should be applicable to any combination of simulation

Figure 12.
Typical iso-level
C ¼ 0:005 cloud at
T ¼ 200; 400 s

Figure 13.
Typical iso-level
C ¼ 0:010 cloud at
T ¼ 200; 400 s

Figure 14.
Sensor placement
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codes (puff models, mass-conservation models, detailed CFD models, etc.) and release
scenarios (type, amount, location, meteorological conditions, etc.). Examples showing
the effect of different wind conditions and release locations demonstrate the
effectiveness of the procedure. The examples also indicate that first-principles CFD
models have matured sufficiently to be run in a timely manner on PCs, opening the
way to optimization based on detailed physics.

Figure 16.

Figure 15.
Sensor placement and

release locations
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An obvious limitation of the present method is that the sensors are placed optimally to
detect the presence of a release. In many cases, what matters is the timely (i.e.
immediate) detection of a release, and it is not surprising that other techniques may be
required for them (Obenshain et al., 2004).

Future work will center on the extension of the method presented to these scenarios
with more complex detection requirements.

Figure 18.
Optimal sensor placement
(circles) and undetected
releases (squares) (wind:
southwest, combination:
north, west, southwest)

Figure 17.
Optimal sensor placement
(circles) and undetected
releases (squares) (winds:
north, west)
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Appendix. Optimal sensor placement
Denoting by:

nsens: the number of sensors,

ncase: the number of release scenarios,

usens(1:nsens,1:ncase): the maximum concentration measured by the sensors for each of
the cases,

uthre: the measurement threshold for concentration

the following pseudo-code summarizes the procedure:

– Initialization:

– Mark all sensors as unused: lsens(1:nsens)¼0

– Mark all release cases as undetected/active: lcase(1:ncase) ¼ 1

– Start counter for optimal sensors: nsopt ¼ 0

– while: Release scenarios have not been recorded:

– Identify the sensor that detected the highest number of as yet undetected release cases:

– Initialize case counter: lscas(1:nsens) ¼ 0
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– do icase ¼ 1,ncase !Loop over the cases

if(lcase(icase).eq.1) then !Case is undetected

do isens ¼ 1,nsens !Loop over the sensors

if(lsens(isens).eq.0) then !Sensor is unused

if(usens(isens,icase).ge.uthre) then

lscas(isens) ¼ lscas(isens) þ 1

endif

endif

enddo

endif

enddo

– Initialize ismax,icmax ¼ 0

do isens ¼ 1,nsens !Loop over the sensors

if(lscas(isens).gt.icmax) then

ismax ¼ isens

icmax ¼ lscas(isens)

endif

enddo

–See if a new sensor exists, and if so: update

if(ismax.gt.0) then !A new useful sensor exists

nsopt ¼ nsopt þ 1 !Update counter

lsopt(nsopt) ¼ ismax !Store optimal sensor

lsens(ismax) ¼ icmax !Mark sensor as used

do icase ¼ 1,ncase !Mark the cases covered

if(usens(isens,icase).ge.uthre) lcase(icase) ¼ 0

enddo

–endif

–endwhile
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