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ABSTRACT 

Navigation of autonomous underwater vehicles (AUVs) in turbulent environments is a difficult 

control problem due to the unsteady external forces acting on the vehicle. This becomes particularly 

challenging when carrying tasks such as visual inspection of offshore structures, which generate large 

turbulent wakes that can increase the risk of collision and damage, as well as decrease the success 

ratio of recorded video frames. To address this issue, reinforcement learning (RL) is combined with 

computational fluid dynamics (CFD) in order to develop control strategies more suitable to handling 

such complex navigation problems. RL has been demonstrated to allow optimal control in turbulent 

environments [1], including giving the manoeuvring actors the ability to scavenge energy from the 

flow [2]. By interfacing RL methods implemented in the Stable Baselines 3 library with the 

computational fluid dynamic (CFD) solver ReFRESCO1 it has become possible to model realistic 

turbulent flows around AUV-like geometries and control them using an RL agent. Using the soft 

actor-critic (SAC) algorithm, an agent has been trained to manoeuvre the vehicle during a mock 

inspection simulation. The article will discuss the challenges associated with combining RL and 

CFD, discuss the details of the implementation of a successful decision-making policy needed to 

handle such complex control problems, and showcase results from various configurations of the 

agent and training environment. 

 
Fig 1. Visualisation of an AUV inspecting a large floating 

structure. Large difference in sizes of the vehicle and object 

of interest leads to large unsteady loads adversely affecting 

ability of the vehicle to safely navigate and carry out its task. 

 
Fig 2. Proposed simulation set up, including an AUV 

placed at a random initial position relative to the traget 

location and heading, turbulence generating plane placed 

upstream in the direction of a random current, and wake 

absorption zone downstream. Goal is to reach and hold the 

desired location and heading. 
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