The Characteristic-Based Split (CBS) scheme—a unified approach to fluid dynamics
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SUMMARY

This paper presents a comprehensive overview of the characteristic-based methods and Characteristic-Based Split (CBS) scheme. The practical difficulties of employing the original characteristic schemes are discussed. The important features of the CBS scheme are brought out by studying several problems of compressible and incompressible flows. All special consideration necessary for solving these problems are thoroughly discussed. The CBS scheme is presented in such a way that any interested researcher should be able to develop a code using the information provided. Several inviscid and viscous flow examples are also provided to demonstrate the unified CBS approach. For sample two-dimensional codes, input files and instructions, the readers are referred to 'www.nithiarasu.co.uk' Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Since its introduction in 1995 [1, 2], the CBS scheme has been widely employed by the authors and several other researchers for solving fluid and solid dynamic problems. It is however, important to mention here that its full potential is yet to be realized. In this article, we provide an overview of the method and summarize the developments that took place over the last ten years.

Stabilized schemes for compressible and incompressible flows need to have sufficient stability to suppress oscillations due to standard Galerkin discretization of the convection terms. A number of stabilizing schemes have been introduced over the last twenty years [3–15]. Among these, the characteristic-based schemes and Taylor–Galerkin schemes are developed
using the time stepping as the basis. The use of characteristic Galerkin schemes has been demonstrated by several authors in the past for simple convection–diffusion problems [10–17] and recently these methods have been employed to deal with full fluid dynamics equation [18]. Although several versions of characteristic Galerkin schemes are possible, the simple characteristic Galerkin scheme based on a Taylor expansion is attractive due to its easy implementation and its equivalence with standard characteristic Galerkin schemes introduced by Morton and co-workers [11, 13]. Its equivalence to other standard stabilizing schemes can also be proved for convection–diffusion problems if the time step is suitably scaled using an appropriate velocity scale and length scale. In addition to these advantages, the simple characteristic Galerkin scheme can be subjected to fully explicit form of solution [3].

Another difficulty, unique to the Navier–Stokes equations, is the instability created by the pressure term in the momentum equations. The requirement on the velocity-pressure interpolation to avoid this instability is often referred to as LBB condition. This condition is circumvented by many procedures as discussed in Reference [19]. However, the operator split or projection methods seem to be popular among the researchers dealing with incompressible material since it was introduced by Chorin [20] in 1967. The semi-, quasi- and fully-implicit forms of solution procedures are common in the incompressible fluid dynamics literature. However, the split method was not used for compressible fluid flow calculations until the method was introduced for non-conservation form of equations by Zienkiewicz and Wu [21]. In 1995 the split was introduced by Zienkiewicz and Codina [2] along with a Characteristic Galerkin approximation to solve the Navier–Stokes equations in its conservation form.

Although the original method was introduced for fully explicit form of solution procedure [22], later it was extended to semi-implicit form for both compressible and incompressible flows [23]. Several publications followed on the applications of the CBS scheme to compressible and incompressible flows [24–36]. Further extensions of the CBS scheme to shallow water flows [37, 38] and solid dynamics [39] were also carried out. The CBS scheme was also simultaneously extended to solve porous medium flows [40, 41].

From the beginning it was realized that the explicit solution to the fully incompressible fluid dynamics equations using the CBS scheme is not possible, unless an artificial compressibility method is employed. Recently, an artificial compressibility method was coupled with the explicit scheme to compute incompressible fluid flows efficiently [42, 43]. The true transient solution was achieved using a dual time stepping approach. Recently, the method was extended to solve visco-elastic flow problems [44]. Comparison of the CBS method against other standard stabilization methods is available in References [45, 46].

The last review of the CBS method was published in 1999 [28]. Rapid progress in terms of improvements in the algorithm and extension to several other engineering problems has been taking place in the last five years. Thus, we believe it is timely to review the CBS method again. We hope this paper and other papers appeared in this issue of the journal serve as a reference work on the CBS method.

2. CONVECTION–DIFFUSION PROBLEM

Let us consider the following simple scalar convection–diffusion equation:

\[
\frac{\partial \phi}{\partial t} + \frac{\partial F_i}{\partial x_i} + \frac{\partial G_i}{\partial x_i} = 0
\]  

or in non-conservation form with divergence free velocity field.

\[
\frac{\partial \phi}{\partial t} + u_i \frac{\partial \phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left( k \frac{\partial \phi}{\partial x_i} \right) = 0
\]  

(2)

where \(\alpha\) is a constant, \(\phi\) is a scalar variable, \(F_i\) is the convective flux, \(G_i\) is the diffusive flux and \(k\) is the diffusion coefficient. The problem statement is complete with the following boundary conditions:

\[
\phi = \bar{\phi} \quad \text{on} \quad \Gamma_\phi \quad \text{and} \quad q = \bar{q} \quad \text{on} \quad \Gamma_f
\]  

(3)

in which

\[
\Gamma = \Gamma_\phi \cup \Gamma_f
\]  

(4)

and \(q\) is the flux.

3. THE NAVIER–STOKES EQUATIONS

The generalized fluid dynamics equation in conservation form may be written as

**Mass conservation**

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_j) = \frac{\partial}{\partial x_i} \left( \tau_{ij} \right) - \rho g_i
\]  

(5)

where \(c\) is the speed of sound and depends on specific energy, \(E\), pressure, \(p\) and density, \(\rho\) and, assuming constant entropy

\[
c^2 = \frac{\partial p}{\partial \rho} = \frac{\gamma p}{\rho}
\]  

(6)

for an ideal gas. In Equation (6) \(\gamma\) is the ratio of specific heats equal to \(c_p/c_v\), where \(c_p\) is the specific heat at constant pressure and \(c_v\) is the specific heat at constant volume, and we define the mass flow flux as

\[
U_i = \rho u_i
\]  

(7)

**Momentum conservation**

\[
\frac{\partial U_i}{\partial t} = - \frac{\partial}{\partial x_j} (u_j U_i) + \frac{\partial \tau_{ij}}{\partial x_j} - \frac{\partial p}{\partial x_i} - \rho g_i
\]  

(8)

**Energy conservation**

\[
\frac{\partial (\rho E)}{\partial t} = - \frac{\partial}{\partial x_i} (u_i \rho E) + \frac{\partial}{\partial x_i} \left( k \frac{\partial T}{\partial x_i} \right) - \frac{\partial}{\partial x_i} (u_i p) + \frac{\partial}{\partial x_i} (\tau_{ij} u_j) - \rho g_i u_i
\]  

(9)

In all of the above \(u_i\) are the velocity components, \(T\) is the absolute temperature, \(\rho g_i\) represents body forces and other source terms, \(k\) is the thermal conductivity, and \(\tau_{ij}\) are the
deviatoric stress components given by

\[ \tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right) \]  \hspace{1cm} (10)

where \( \delta_{ij} \) is the Kronecker delta. In general, \( \mu \), the dynamic viscosity, in the above equation is a function of temperature, \( \mu(T) \), and appropriate relations will be used if necessary. The equations are completed by the universal gas law when the flow is coupled and compressible

\[ p = \rho RT \]  \hspace{1cm} (11)

where \( R \) is the universal gas constant. The problem statement will be complete with the specification of appropriate boundary and initial conditions similar to the one defined in the previous section.

4. CHARACTERISTIC-BASED SCHEMES

The characteristic-based methods are widely employed in all areas of fluid dynamics. This section provides a background to these methods. We focus our attention towards three variants of characteristic methods and the relationship between them in the following subsections.

4.1. Direct Characteristic Galerkin method

In order to understand the characteristic methods Figure 1 may be useful. This figure explains how the characteristics propagate in \( x-t \) plane if a linear convection (zero diffusion in Equation (2)) equation is considered with a constant convection velocity in one dimension. From this figure we can write

\[ \phi(y)^{n+1} = \phi(x)^{n} \]  \hspace{1cm} (12)

This shows the well known fact that the variable propogated along a characteristic (characteristic variable) is constant irrespective of the time level at which the particle lies.

![Figure 1. Linear convection problem. Characteristics.](https://www.scipedia.com)
In Equation (12) \( y \) is the distance travelled by a particle at the speed of the characteristic, which is identical to the convection velocity for scalar problems. For a simple one-dimensional linear case this may be written as

\[
y = x + u \Delta t
\]  

(13)

where \( \Delta t \) is the time step and \( x \) is referred to as the ‘foot of the characteristic’.

Now, it is possible to weight Equation (12) and integrate over the domain. The weighting functions corresponding to either \( x \) or at \( y \) may be employed to develop the weighted residual form. We employ the weighting function at \( y \) to form the weak form as

\[
\int_{\Omega} \phi(y)^{n+1} w(y) \, d\Omega = \int_{\Omega} \phi(y)^n w(y) \, d\Omega
\]  

(14)

If the spatial approximation is employed along with the Galerkin weighting we will have

\[
\int_{\Omega} N_i(y) \phi(y)^{n+1} N_j(y) \, d\Omega = \int_{\Omega} N_i(x) \phi(x)^n N_j(y) \, d\Omega
\]  

(15)

Evaluation of the LHS is simple for simplex elements via exact integration and will result in a positive definite, symmetric mass matrix. Since the \( N_i(x) \) and \( N_i(y) \) lie at different spatial positions (see Figure 1) exact integration is not possible. It is, however, possible to employ an approximate integration procedure. This integration needs to be carried out by back tracking the position \( x \) at each time step. In one-dimensional flows this is not difficult but in multi-dimensional calculations involving complex geometries this procedure may not be the best option. To overcome the difficulties of the direct method, several alternatives were proposed and in the following sub-sections we consider two possible alternatives.

### 4.2. Indirect Characteristic Galerkin method

The name indirect method is not necessarily universal. We adopt this terminology to represent method discussed by Morton, Donea and co workers \[11, 15\]. From Equation (12), a true solution satisfies the following identity:

\[
\int_{\Omega} \phi(x)^{n+1} w(x) \, d\Omega - \int_{\Omega} \phi(x)^n w(x) \, d\Omega = \int_{\Omega} \phi(y)^{n+1} w(y) \, d\Omega - \int_{\Omega} \phi(y)^n w(y) \, d\Omega
\]

\[
= \int_{\Omega} \phi(x)^n w(y) \, d\Omega - \int_{\Omega} \phi(x)^n w(x) \, d\Omega
\]

\[
= \int_{\Omega} \phi(x)^n [w(y) - w(x)] \, d\Omega
\]  

(16)

In the above equation \( \phi(y)^{n+1} = \phi(x)^n \) is substituted, which is obvious from Figure 1. We can rewrite Equation (16) as

\[
\int_{\Omega} \phi(x)^n [w(y) - w(x)] \, d\Omega = \int_{\Omega} \phi(x)^n \frac{d}{dx} \left[ \int_x^y w(z) \, dz \right] \, d\Omega
\]  

(17)
which, may be rewritten as

$$\int_{\Omega} \phi(x)^n \frac{d}{dx} \left( \int_{x}^{y} w(z) \, dz \right) \, d\Omega = - \int_{\Omega} \frac{d}{dx} \phi^n(x) \left( \int_{x}^{y} w(z) \, dz \right) \, d\Omega$$  \hspace{1cm} (18)

If we introduce a modified weighting of the form

$$W^n = \frac{1}{u \Delta t} \int_{x}^{x+u \Delta t} w(z) \, dz$$  \hspace{1cm} (19)

into Equation (18) we get

$$- \int_{\Omega} \frac{d}{dx} \phi^n(x) \left( \int_{x}^{y} w(z) \, dz \right) \, d\Omega = - \Delta t \int_{\Omega} u^n \frac{d}{dx} \phi^n \, W^n \, d\Omega$$  \hspace{1cm} (20)

From Equations (16) and (20) we can write

$$\int_{\Omega} [\phi(x)^{n+1} - \phi(x)^n] w(x) \, d\Omega = - \Delta t \int_{\Omega} u^n \frac{d}{dx} \phi^n \, W^n \, d\Omega$$  \hspace{1cm} (21)

For a linear element system the above form in one-dimensional problem gives [11]

$$\phi_i^{n+1} + \frac{1}{6} (\phi_i^{n+1} - 2 \phi_i^{n+1} + \phi_i^{n+1}) = \phi_i^n + \frac{1}{6} \left( \phi_{i+1}^{n+1} - 2 \phi_i^{n+1} + \phi_{i-1}^{n+1} \right)$$

$$+ \frac{C^2}{2} (\phi_{i+1} - \phi_{i-1})^2$$

$$+ \frac{C^2}{2} (\phi_{i+1} - 2 \phi_i + \phi_{i-1})^2$$

$$+ \frac{C^3}{6} (\phi_{i+1} - 3 \phi_i + 3 \phi_{i-1} - \phi_{i-2})$$  \hspace{1cm} (22)

where ‘C’ is the Courant number ($\Delta tu / h$) with $h$ being the element size. The above equation leads to third-order time accurate scheme. It was proved in Reference [15] that this scheme is superior to the Taylor–Galerkin scheme. Although the above method avoids complexity introduced by the direct methods to some extent, the calculation of the modified weighting function $W$ needs to be carried out. In the following section, we provide a simpler method, which essentially leads to the form similar to Equation (22).

### 4.3. A simple explicit Characteristic-based procedure

Here we discuss a simple explicit Characteristic method, which we recommend for practical use. Our discussion on the Characteristic-Based Split (CBS) scheme in the following section, will be based upon this simple Characteristic method.

This method was first published in 1984 [10] and is fully described in numerous other publications. Its derivation involves a local Taylor expansion and we illustrate this in Figure 2. The scalar convection equation in one dimension along a characteristic becomes

$$\frac{d\phi}{dt}(x', t) = 0$$  \hspace{1cm} (23)
where \( x' \) represents the characteristic co-ordinates. The time discretization of the above equation leads to (see Figure 2):

\[
\frac{\phi(y)^{n+1} - \phi(y)^n}{\Delta t} = 0 \tag{24}
\]

If \( \phi(y)^{n+1} \) can be analytically represented at \( x \), the problem of projection can be avoided. Alternatively, \( \phi(x)^n \) can be expressed in terms of \( y \). Either way, the complex integration methods used by the direct procedures can be avoided. The indirect method in the previous section explained one way of achieving this goal. However, we find it easier to use a Taylor expansion to determine a relation for \( \phi(x)^n \) in terms of quantities at \( y \). In order to proceed further, we introduce the following Taylor expansion:

\[
\phi(x)^n = \phi(y)^n - \Delta t \frac{\partial \phi(y)^n}{\partial x} + \frac{(y - x)^2}{2} \frac{\partial^2 \phi(y)^n}{\partial x^2} - \frac{(y - x)^3}{6} \frac{\partial^3 \phi(y)^n}{\partial x^3} + \cdots \tag{25}
\]

In the above expansion, \( (y - x) \) may be expressed in terms of time step and the average velocity within the characteristic segment as

\[
y - x = \bar{u} \Delta t \tag{26}
\]

Equation (25) now becomes

\[
\phi(x)^n = \phi(y)^n - \Delta t \bar{u} \frac{\partial \phi(y)^n}{\partial x} + \frac{\Delta t^2 \bar{u}^2}{2} \frac{\partial^2 \phi(y)^n}{\partial x^2} - \frac{\Delta t^3 \bar{u}^3}{6} \frac{\partial^3 \phi(y)^n}{\partial x^3} + \cdots \tag{27}
\]

Substitution of the above equation into Equation (24) leads to

\[
\frac{\phi^{n+1}(y) - \phi^n(y)}{\Delta t} = - \bar{u} \frac{\partial \phi(y)^n}{\partial x} + \frac{\Delta t \bar{u}^2}{2} \frac{\partial^2 \phi(y)^n}{\partial x^2} - \frac{\Delta t^2 \bar{u}^3}{6} \frac{\partial^3 \phi(y)^n}{\partial x^3} + O(\Delta t^3) \tag{28}
\]
Figure 3. Non-linear convection problem. One Characteristic and the scalar variable at different levels.

For a linear convection equation the above equation is identical to Equation (22). It should also be noted that the average characteristic speed is constant for a linear convection equation and no further approximation is necessary. However, for non-linear convection equation, further approximation is necessary. Equation (23) is non-conservation form of the convection equation and suitable for incompressible or divergence-free approximations with a constant speed. However, to derive conservation form of the equations with a non-linear propagation (see Figure 3) alternative approach is necessary. To derive a conservation form of the characteristic-based convection equation, we introduce an approximation for \( u/\partial x \) as

\[

t = \frac{x - y}{u} \text{ and substituting into Equation (24) we get}
\]

\[
\frac{\phi(y)^{n+1} - \phi(y)^n}{\Delta t} = -\frac{\partial}{\partial x} (u\phi(y))^n + \frac{\Delta t}{2} u \frac{\partial^2}{\partial x^2} (u\phi(y))^n - \frac{\Delta t^2}{6} u^2 \frac{\partial^3}{\partial x^3} (u\phi(y))^n + O(\Delta t^3)
\]

which can be rewritten as

\[
\frac{\phi(y)^{n+1} - \phi(y)^n}{\Delta t} = -\frac{\partial}{\partial x} (u\phi(y))^n + \frac{\Delta t}{2} u \frac{\partial}{\partial x} \left[ \frac{\partial}{\partial x} (u\phi(y)) \right]^n
\]

\[
-\frac{\Delta t^2}{6} u^2 \frac{\partial^2}{\partial x^2} \left[ \frac{\partial}{\partial x} (u\phi(y)) \right]^n + O(\Delta t^3)
\]
The above equation is the conservation form of the simple explicit characteristic-based method for a scalar convection equation. The above equation will form the basis of our discretization procedure of fluid dynamics equations in the next section.

Remark 1
When dealing with a scalar convection problem, the variable convected becomes a characteristic variable and the speed at which it is convected becomes the characteristic speed. However, such an observation is not directly extended to a set of coupled conservation equations.

Remark 2
Although Equation (31) is third-order time accurate, it is seldom possible to achieve such higher order accuracy using linear finite elements as establishing the third-order spatial derivatives is difficult here. The multi-step strategies, such as the one employed by Taylor–Galerkin methods, could be employed for evaluating higher order derivatives but present study is limited to second-order derivatives.

For a convection–diffusion problem the simple characteristic-based procedure takes the following form without higher order terms:

\[
\frac{\phi(y)_{n+1} - \phi(y)_n}{\Delta t} = \frac{\partial}{\partial x} (u \phi(y))_n + \frac{\partial}{\partial x} \left( k \frac{\partial \phi}{\partial x} (y) \right)_n
+ \frac{\Delta t}{2} u \frac{\partial}{\partial x} \left[ \frac{\partial}{\partial x} (u \phi(y)) - \frac{\partial}{\partial x} \left( k \frac{\partial \phi}{\partial x} (y) \right) \right]_n + O(\Delta t^2)
\] (32)

The third-order terms in the above equation could be neglected for linear elements. However, for higher order elements this term needs to be included.

5. CHARACTERISTIC-BASED SPLIT (CBS) SCHEME

Here both explicit and semi-implicit form of the CBS procedure are described. The fully explicit forms need no solution of simultaneous system of equations but the semi-implicit form needs implicit solution to the pressure Poisson equation. In practice we find the fully explicit form much easier to handle. We now describe the Characteristic-Based-Split (CBS) algorithm.

For the solution of the Navier–Stokes equations, the CBS algorithm uses a fractional step with a split. The four steps can be briefly described as (following Equation (32))

1. solve momentum equation without pressure terms,
2. calculate pressure from a Poisson equation,
3. correct the velocities, and finally
4. calculate any additional scalar variables such as temperature, concentration, etc. from appropriate governing equations.
where $0 \leq \theta_2 \leq 1$ ($\theta_2 = 0$ for fully explicit scheme and $\theta_2 > 0$ for semi-implicit scheme).

The solution of this equation is actually the third step in the algorithm. The second step is the determination of the pressure. Referring to Equation (5), we can write

$$
U^{n+1} - U^n = -\Delta t \frac{\partial}{\partial x} \left( \frac{\partial p^n + \theta_2}{\theta_1} - \frac{\partial p^n}{\partial x} \right)
$$

(34)

where $0 \leq \theta_2 \leq 1$ ($\theta_2 = 0$ for fully explicit scheme and $\theta_2 > 0$ for semi-implicit scheme).

The three step solution procedure may be summarized as (i) Calculating intermediate momentum field from Equation (33) (ii) Calculate pressure field from Equation (37) and (iii) Correct the momentum field using Equation (34). As a fourth step the energy equation is solved and the density is updated. The semi-discrete characteristic form of energy equation is written as

$$
\frac{(\rho E)^{n+1} - (\rho E)^n}{\Delta t} = -\frac{\partial}{\partial x} (u_i \rho E)^n + \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right)^n - \frac{\partial}{\partial x} (u_i p)^n + \frac{\partial}{\partial x} (\tau_{ij} u_j)^n - \rho g_i u_i^n
\]

(38)
The final matrix form of second step becomes

\[ U_i = \sum_{a=1}^{m} N^a U^a_i; \quad p = \sum_{a=1}^{m} N^a \overline{p}^a; \quad U_i^* = \sum_{a=1}^{m} N^a U^a_i; \quad \rho E = \sum_{a=1}^{m} N^a (\rho E)^a \] (39)

where overline represents a nodal quantity, the superscript \( a \) represents a node and \( m \) is the number of nodes in an element.

The semi-discrete forms of the equations are now weighted by \( N^T \) and integrated over the domain. In this paper we use only linear elements and the third and higher order terms are neglected in the following equations.

Employing Equation (39) into Equation (33) and integrating, the first step of the CBS scheme becomes

\[ \mathbf{M} \Delta \dot{U}_i = \Delta t \left[ -\mathbf{C} \dot{U}_i + \mathbf{K} \tau_i + \mathbf{F}_i \right] + \frac{\Delta t^2}{2} \left[ \mathbf{K} \dot{U}_i + \mathbf{F}_u \right] + \mathbf{f}_{\tau_i} \] (40)

where

\[ \mathbf{M} \equiv \int_{\Omega} N^T N \, d\Omega; \quad \mathbf{C} \equiv \int_{\Omega} N^T \frac{\partial}{\partial x_j} N u_j \, d\Omega; \quad \mathbf{F}_i \equiv \int_{\Omega} N^T \rho g_i \, d\Omega \]

\[ \mathbf{F}_u \equiv \int_{\Omega} N^T u_k \frac{\partial}{\partial x_k} \rho g_i \, d\Omega; \quad \mathbf{K} \equiv \int_{\Omega} N^T u_k \left( \frac{\partial}{\partial x_j} N u_j \right) d\Omega \]

\[ \mathbf{K} \tau_i \equiv \int_{\Omega} N^T \frac{\partial}{\partial x_j} \tau_{ij} \, d\Omega; \quad \mathbf{f}_{\tau_i} \equiv \int_{\Gamma} N^T \tau_{ij} n_j \, d\Gamma \]

The final matrix form of second step becomes

\[ (\mathbf{\tilde{M}} + \Delta t^2 \theta_1 \theta_2 \mathbf{H}) \Delta \ddot{p} = \Delta t \left[ \mathbf{G} \dot{U}_i^n + \theta_1 \mathbf{G} \dot{U}_i^* - \Delta t \theta_1 \dot{H} \ddot{p}^n - \mathbf{f}_p \right] \] (41)

here

\[ \mathbf{\tilde{M}} \equiv \int_{\Omega} N^T \frac{1}{c^2} N \, d\Omega; \quad \mathbf{G} \equiv \int_{\Omega} \frac{\partial N^T}{\partial x_i} N d\Omega \]

\[ \mathbf{H} \equiv \int_{\Omega} \frac{\partial N^T}{\partial x_i} \frac{\partial N}{\partial x_i} d\Omega; \quad \mathbf{f}_p \equiv \Delta t \int_{\Gamma} N^T \left[ \dot{U}_i^n + \theta_1 \left( \dot{U}_i^* - \Delta t \frac{\partial}{\partial x_i} \ddot{p}^{n+\theta_2} \right) \right] n_i \, d\Gamma \]

The final form of third step becomes

\[ \Delta \ddot{U}_i = \Delta \ddot{U}_i^* + \mathbf{M}^{-1} \Delta t \left[ \mathbf{G} (\ddot{p}^n + \theta_2 \Delta \ddot{p}) - \frac{\Delta t}{2} \mathbf{P} \dddot{p}^n - \mathbf{f}_c \right] \] (42)

where

\[ \mathbf{P} = \int_{\Omega} \frac{\partial}{\partial x_i} N^T u_i \frac{\partial N}{\partial x_j} \, d\Omega; \quad \mathbf{f}_c = \int_{\Gamma} (p + \theta_2 \Delta p) n_i \, d\Gamma \] (43)
Finally, the energy equation can be written in the following form:

$$\mathbf{M}\Delta \tilde{\mathbf{E}} = -\Delta t \left[ C_E \tilde{E} + C_p \tilde{p} + K_T \tilde{T} + K_{\gamma E} \tilde{\mathbf{u}} + f_E - \frac{\Delta t}{2} (K_{uE} \tilde{E} + K_{up} \tilde{\mathbf{u}}) \right]^n$$  \hspace{1cm} (44)

where $\tilde{E}$ is the nodal value of $\rho E$ and

$$C_E \equiv C_p \equiv C; \quad K_T \equiv k \mathbf{H}; \quad K_{\gamma E} \equiv K_{\gamma}; \quad K_{uE} \equiv K_{up} \equiv K_u$$

$$f_E \equiv \int_{\Gamma} \mathbf{N}^T \left( \tau_{ij} u_i + k \frac{\partial T}{\partial x_i} \right) n_i \, d\Gamma$$

In the above equations $\Omega$ represents the entire computational domain and $\Gamma$ represents the boundaries. It is important to remark here that although equal order interpolation for all variables are assumed in the above equations, different order interpolations are certainly possible.

5.1. Boundary conditions

The prescription of boundary conditions is discussed in many of our earlier publications [23, 31]. Here, we briefly discuss the Neumann boundary conditions. The boundary traction may be written as

$$t_i = \tau_{ij} n_j - p n_i$$  \hspace{1cm} (45)

Due to the removal of pressure term from the first step, only part of the traction (deviatoric part) appears in step one and pressure part appears at the third step. However, it is now accepted that the total traction can be prescribed at the first step and no traction is needed at the third step.

The second step contains the following boundary term:

$$\int_{\Gamma} \mathbf{N}^T \left[ \tilde{\mathbf{U}}_i^n + \theta_1 \left( \Delta \tilde{\mathbf{U}}_i^* - \Delta t \frac{\partial \tilde{p}}{\partial x_i} \right) \right] n_i^T \, d\Gamma$$

$$\approx \int_{\Gamma} \mathbf{N}^T \left[ \tilde{\mathbf{U}}_i^n + \theta_1 \Delta \mathbf{U}_i \right] n_i^T \, d\Gamma$$

$$= \int_{\Gamma} \mathbf{N}^T \left[ \mathbf{U}_i \right] n_i^T \, d\Gamma$$  \hspace{1cm} (46)

On the solid walls the above quantity is equal to zero. Rest of the Neumann boundary conditions are standard and straightforward to implement. The boundary terms resulting from the convection stabilizing terms are not included as the residual of the governing equation is expected to vanish on the boundaries.

Remark 3

The above steps introduce second-order convection stabilizing terms mainly in steps one and four (energy equation). These terms are functions of time step. Unlike other stabilizing
algorithms the optimal value of the stabilizing parameter is chosen to be $\Delta t/2$. However, equivalent parameters as a function of element size in the stream line direction is not ruled out [48].

Remark 4
Pressure stabilization is introduced via the second-order pressure terms in the second step. Again the time step is part of the stabilization process. These terms indicate that the time step values should lie as close to stability limit as possible. Too small time step values can lead to spurious pressure oscillations [44].

6. TREATMENT OF COMPRRESSIBLE FLOW PROBLEMS

Three further steps are necessary to get a smooth solution at all Mach numbers. They are additional artificial viscosity for shock capturing, solution smoothing at very low Mach numbers and temperature dependent viscosity calculation. In this section we provide a brief summary of these additional treatments

6.1. Artificial dissipation

At transonic and supersonic speeds, an additional shock capturing dissipation is necessary to capture shocks and to smooth local oscillations in the vicinity of shocks. There are several potential shock capturing techniques possible for treating the shocks. We have been employing the second derivative-based methods with success for treating shocks. We found the pressure switch-based methods efficient for inviscid flow problems and the second derivative-based methods without any approximation suitable for viscous flow problems.

A recommended shock capturing viscosity method for compressible inviscid flow problems, given by Nithiarasu et al. [26] and Morgan et al. [47] is adopted here. For a scalar field variable $\phi$ the smoothed values, $\bar{\phi}$ are computed by

$$
\left[\frac{\phi^{n+1} - \bar{\phi}^{n+1}}{\Delta t}\right] = M_L^{-1} C_e S_e \left(M - M_L\right) \bar{\phi}^n
$$

(47)

Here $S_e$ is the element 'pressure switch' and is taken to be the mean of the element nodal switches $S_a$, which in turn are given by

$$
S_a = \frac{|\Sigma_e (p_a - p_k)|}{\Sigma_e |p_i - p_k|}
$$

(48)

$C_e$ is an user specified constant ranging between 0.0 and 1.0 and $\Delta t_e$ is the local element time step. In Equation (48) the index $a$ denotes a node and $k$ denotes the nodes connected to $a$ [26, 47].

For viscous compressible flows we recommend the following form of shock capturing viscosity:

$$
\left[\frac{\bar{\phi}^{n+1} - \bar{\phi}^{n+1}}{\Delta t}\right] = -M_L^{-1} C_e h^3 |u| + c \frac{\partial^2 p}{\partial x_i^2} \left(\int \frac{\partial N^T \partial N}{\partial \Omega} d\Omega\right) \bar{\phi}^n
$$

(49)
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where \( h \) is the element size, \( \bar{p} \) is an average element pressure and subscript \( e \) represents an element.

One of the artificial dissipation schemes discussed above is added to the discrete form of first, second and fourth steps of the CBS scheme when a transonic or supersonic problem is solved.

6.2. Variable smoothing at low Mach numbers

In order to compute very low Mach number flows, a variable smoothing procedure is adopted in the place of artificial shock capturing diffusion. The following equation defines the variable smoothing applied to the transport variables, \( \{\Phi\} \):

\[
\{\Phi\} = \left[ \frac{1}{1 + 0.5\alpha} \{\Phi\} + \frac{\alpha}{1 + 0.5\alpha} [\mathbf{M} - \mathbf{M}_D]\mathbf{M}_L^{-1}\{\Phi\} \right]
\]

(50)

where \( \alpha \) is a variable smoothing parameter varies between 0 and 0.05, \( \mathbf{M} \) is the consistent mass matrix, \( \mathbf{M}_D \) is the consistent mass matrix without non-diagonal terms and \( \mathbf{M}_L \) is the lumped mass matrix. By increasing \( \alpha \) the weighting on the node in question is decreased while the influence of the surrounding nodes is increased [48].

6.3. Sutherland’s relation for temperature dependent viscosity

The Sutherland’s temperature dependent viscosity relation may be written in SI system of units for air as [49]

\[
\mu = 1.45T^{3/2} \frac{1}{T + 110} \times 10^{-6}
\]

(51)

where \( T \) is in Kelvin.

7. TREATMENT OF INCOMPRESSIBLE FLOW EQUATIONS

Incompressible flows need no special treatment if the semi-implicit form of the solution procedure is used. However, if the fully explicit form of the solution is desired then it is essential to introduce the artificial compressible wave speed into the continuity equation as

\[
\frac{1}{\beta^2} \frac{\partial p}{\partial t} + \rho \frac{\partial u_i}{\partial x_i} = 0
\]

(52)

This way one can treat the continuity equation explicitly to reach a steady state solution. Here, \( \beta \), the artificial compressibility parameter is finite instead of infinity in purely incompressible flows. However, \( \beta \) will have no influence on the steady state solution. The recommended \( \beta \) value is calculated as

\[
\beta = \max \left( c, \sqrt{u_i u_i}, \frac{2v}{h} \right)
\]

(53)
where $\varepsilon$ is a small real number. The optimal value (from experience) of this quantity is 0.5. Another issue to be addressed here is how to recover the real time solution. The answer is in the use of dual time stepping method. In a dual time stepping method additional real time terms are added to the momentum equation. When using the CBS scheme this is added to the third step of the scheme. The calculation goes through an iterative process in which two loops are employed. Within the inner loop the variables $u_i$ and $p$ are converged to a local steady state using local time steps and then in the outer loop the calculation enters the next real time step.
Figure 5. Inviscid flow past a NACA0012 aerofoil. Convergence histories to steady state.

Figure 6. Inviscid subsonic flow past NACA0012 aerofoil. Pressure contours: (a) Mach number = 0.25; and (b) Mach number = 0.5.

8. LOCAL TIME STEPPING

Local time stepping is an important part of any explicit time stepping algorithm. In a local time stepping approach different time steps are used at different nodes and the solution is accelerated to steady state. Using globally minimum time step, the calculations to steady state takes much longer time than the local time stepping procedure. The following local time stepping approach
Figure 7. Inviscid subsonic flow past NACA0012 aerofoil. Pressure coefficient distribution: (a) Mach number = 0.25; and (b) Mach number = 0.5.

Figure 8. Inviscid transonic and supersonic flow past a NACA0012 aerofoil. Pressure contours: (a) Mach number = 0.85; (b) Mach number = 0.95; and (c) Mach number = 1.2.

is recommended:

\[ \Delta t = \min(\Delta t_{\text{conv}}, \Delta t_{\text{diff}}) \]  

(54)

where

\[ \Delta t_{\text{conv}} = \frac{h}{|u_{\text{conv}}| + c} \]  

(55)

for compressible flows and

\[ \Delta t_{\text{conv}} = \frac{h}{|u_{\text{conv}}| + \beta} \]  

(56)

for incompressible flows. The diffusion limit is given as

\[ \Delta t_{\text{diff}} = \frac{h^2}{2\nu} \]  

(57)
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The calculated $\Delta t$ is multiplied by a safety factor varying between 0.1 and 1.0 depending on the problem and mesh used. As mentioned before the time steps are calculated at nodes. It is therefore necessary to assign an appropriate element size, $h$, on the nodes. We recommend the following relations:

$$h_i = \min\left(\text{3Volume/Opposite face area}\right)_{ie}$$

(58)
in three dimensional cases. In the above equation, minimum value is selected among the number of elements $ie$ connected to node $i$. Similarly

$$h_i = \min\left(\text{2Area/Opposite side length}\right)_{ie}$$

(59)
in two dimensions. It is also possible to calculate the element sizes in the streamline direction to improve accuracy. However, the accuracy improvement has to be carried out at the expense of calculating time dependent element size [48].
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9. RESULTS AND DISCUSSION

All the problems presented in this paper are produced using a fully explicit form of solution procedure with lumped mass matrix. The simultaneous equations are not formed at any stage.

9.1. Compressible flows

In this subsection some compressible inviscid and viscous problems are presented. The steady state tolerance is calculated as

\[ e = \sqrt{\frac{\sum_{a=1}^{\text{nodes}} \left( \frac{p_a^{n+1} - p_a^n}{\Delta t} \right)^2}{\sum_{a=1}^{\text{nodes}} (p_a^{n+1})^2}} \]  

(60)

The above equation is non-dimensionalized using a characteristic time scale of \( (u_\infty/L)^{-1} \). The non-dimensional tolerance is reduced to at least \( 10^{-5} \) to obtain a steady state.

9.1.1. Inviscid flow past a NACA0012 aerofoil. The first problem considered is the inviscid flow past a NACA0012 aerofoil. Here we have solved this problem over a range of Mach numbers within subsonic, transonic and supersonic flow regimes at zero angle of attack. The problem domain and mesh used are shown in Figure 4. The diameter of the circular domain is equal to 25 times the chord length of the aerofoil. The leading edge of the aerofoil is assumed to be at the centre of the domain. All the inlet quantities are prescribed and no variable is
prescribed at the exit at supersonic and transonic speeds. At subsonic speeds however, one of the primitive variables are prescribed at the exit. The Mach number is varied between 0.25 and 1.2 to capture all different flow regimes.

Figure 5 shows the steady state convergence histories at different Mach numbers. As expected convergence to steady state at supersonic and transonic Mach numbers is rapid but the subsonic cases took longer to reach steady state. The pressure coefficients are calculated as \(-2(p_a - p_{ref})\). Here \(p_{ref}\) is the reference pressure at inlet or exit.

Figures 6 and 7 show the pressure contours and surface pressure coefficient distribution at subsonic Mach numbers. At both subsonic Mach numbers, we invoke the variable smoothing in the place of shock capturing viscosities. A detailed comparison of stagnation quantities with analytical solution at subsonic Mach numbers is presented in Reference [48].

Figures 8 and 9 show the pressure contours and surface pressure coefficient distribution at transonic and supersonic Mach numbers. The qualitative agreement of the contours with standard benchmark results is excellent. In Figure 9 two pressure coefficient results are compared with the AGARD results. [50]. As seen the results are in good agreement with the AGARD results. In Figure 9(a), a mesh, finer than the one shown in Figure 4 was also used to prove that the convergence of the solution is achieved.

9.1.2. Inviscid flow past the ONERA M6 wing. The second inviscid flow problem studied is transonic flow past ONERA M6 wing at an angle of attack of 3\(^\circ\). The inlet Mach number is 0.8447. Figure 10 shows the surface mesh of the wing and the surface to which the wing
is attached. A far stream semi-circular boundary is created with a diameter equal to 26 times the base chord length of the wing. This problem has been widely studied as a benchmark case for testing 3D compressible flow codes. Experimental pressure coefficients are available to compare the predicted results. The boundary conditions are similar to the previous two-dimensional problem. All variables except pressure and density are prescribed at the inlet.
Figure 13 shows the surface density contours on the top surface of the wing. As seen the shock waves on the surface display the qualitative behaviour similar to the ones reported by others. In Figure 12 we compare pressure coefficient at various sections of the wing. As seen the agreement between the calculations and experimental data is generally good.

9.1.3. Transonic viscous flow past a NACA0012 aerofoil. The first viscous compressible flow problem considered here is that of transonic flow past a NACA0012 aerofoil with zero angle of attack at a moderate Reynolds number of 2000 and at an inlet Mach number of 0.85.
In Figure 13 we show the mesh used for this purpose. The mesh is fine and structured close to the aerofoil surface and highly unstructured away from the wall. This type of hybrid meshes are generated by growing normals from the aerofoil surface. For further details on this type of mesh generation, readers are referred to relevant publications [51–56].
The external domain size used is circular with a diameter equal to 25 times the chord length. In addition to usual far field boundary conditions, no-slip boundary conditions are prescribed on the walls of the aerofoil. The temperature dependent viscosity is computed using Sutherland’s empirical relation given by Equation (51).

Figures 14 and 15 show the contours of Mach number and pressure. The contours are in good agreement with the reported fully structured mesh solution [57, 58]. Figure 15 also emphasize the point that the inherent stabilization mechanism of CBS procedure gives smooth solution in the vicinity of stagnation points.

Figure 16 gives the pressure coefficient and skin friction coefficient distribution along the chord of the aerofoil.

9.1.4. Hypersonic viscous flow past a double ellipsoid. The second viscous compressible flow problem considered is hypersonic flow past a double ellipsoid. The mesh used is structured close to the wall and unstructured away from the wall as shown in Figure 17. The mesh used is adapted to capture the bow shock. More details on the mesh adaption is available in other relevant publications. In Figure 18 we show the density contours and the strong bow shock in front of the ellipsoid. A free stream Mach number of 8.125 and a Reynolds number of 100,000 along with an angle of attack of 30° were used here [51].

9.2. Incompressible flow problems

In this subsection two incompressible flow problems are solved using purely unstructured meshes. The convergence to steady state is determined by the criterion given by Equation (60) but the density in this relation is replaced with velocity here.

9.2.1. Laminar flow past a sphere. The first incompressible flow problem considered is the laminar flow past a single sphere placed inside an imaginary box as shown in Figure 19. The computational domain is a rectangular box of length $25D$, where $D$ is the diameter of the sphere, with the downstream boundary located $20D$ from the centre of the sphere. The four side walls are located at a distance of $5D$ from the centre of the sphere. All four confinement
walls are assumed to be slip walls with normal velocity equal to zero. The inlet velocity is assumed to be uniform and the no-slip condition prevails on the sphere surface.

For this, an unstructured grid containing 953,025 tetrahedral elements was used. Figure 20 shows the contours of the $u_1$ component of the velocity and pressure contours at Reynolds numbers of 100 and 200. Figure 21 compares the $c_p$ values on the surface along the flow axis with those available in literature.

Note that the results used for comparison were generated using very fine structured meshes [59, 60]. It should also be noted that all the results differ from each other close to separation zone.

Figure 17. Finite element meshes: ((a), (b) and (c)). Number of node: 79,023; number of elements: 441,760.
9.2.2. Laminar flow within a model human upper airway. Here, flow through a model human upper airway is investigated. The geometry used is generated from the data provided in Reference [61] along with the model given in Reference [62]. The model represents the airflow...
from mouth to trachea. It should be noted that there are other studies available on particle movement in the upper human airways using either structured or semi-structured meshes [63–65]. Fluid dynamics analysis of such a problem can help understand many problems associated with the human airways such as ‘Sleep Apnoea’, airway obstructions, vocal-cord related problems and spray dynamics.

The mesh used in the present study is shown in Figure 22. This mesh contains just over two million unstructured tetrahedral elements. The walls of the upper airway is assumed to be rigid and the flow is assumed to be from mouth (left) to the trachea (right). The flow is assumed to enter the mouth at a uniform constant velocity in the normal direction. The Reynolds number

Figure 20. Laminar steady flow past a sphere. $u_1$ and pressure contours: (a) $u_1$ velocity contours, $Re = 100$; (b) pressure contours, $Re = 100$; (c) $u_1$ velocity contours, $Re = 200$; and (d) pressure contours, $Re = 200$. 
Figure 21. Laminar steady flow past a sphere. Pressure coefficient distribution: (a) $Re = 100$; and (b) $Re = 200$.

Figure 22. Flow through a model human upper airway. Unstructured surface mesh.

is defined based on the size of the smallest section (epiglottis) and inlet velocity. Usual no-slip boundary conditions are assumed on the walls and at exit zero pressure values are used. No pressure values are prescribed at the inlet.

Figure 23 shows the cross-sectional view along the length of the airway. This figure shows the contours of all velocity components and pressure at a Reynolds number of 10. The contours are generally smooth. In Figure 24 we also show the surface pressure distribution near the narrow portion (epiglottis). As expected the pressure gradient is very high close to this narrow portion.
Figure 23. Flow through a model human upper airway. Cross-sectional view: (a) $u_1$ velocity contours; (b) $u_2$ velocity contours; and (c) $u_3$ velocity contours.

Figure 24. Flow through a model human upper airway. Surface pressure contours near epiglottis.
10. CONCLUSIONS AND FUTURE RESEARCH

This paper summarized the characteristic-based scheme and its application to the fluid dynamics problems. We believe that the CBS scheme is now well established and being adopted to solve non-fluid dynamics problems. We hope the readers will be able to produce and test their own CBS codes after reading this paper and help further research in this area.

In spite of being tested for many problems of fluid dynamics the CBS scheme needs further investigation in this area to further improve the accuracy of solutions. One of such areas is the development of a better constant-free shock capturing artificial dissipation. Currently employed methods come with a constant to be tuned. At sub- and supersonic flows, this constant is easy to tune and fairly accurate solution is almost always obtained. However, at transonic flows with shocks attached to solid surfaces, this constant is not easy to tune and wrong value may result in a wrong location of the shock. This is often misunderstood previously as the flaw in the CBS scheme. There is definitely a need for a better and constant-free artificial dissipation method.

The second aspect, which needs further investigation is the transient accuracy of the CBS scheme. Although, several transient problems have been tested in the past, we never investigated the effect of 'split' on the transient accuracy. It is known that the projection or split schemes introduce a first-order pressure error into the transient solution. We neither investigated this error in the CBS context nor worked out any way of curbing such error. There are several potential ways to eliminate this error. An obvious possibility would be to use a classical second-order splitting scheme, which retains the pressure term in the momentum equation and evaluates it explicitly. This, however, removes the inherent pressure stability property of the CBS scheme and pressure stability should be restored via other means. The possible strategies to achieve this are use of different velocity–pressure interpolation, which satisfies the LBB condition or use of pressure stabilized formulations as discussed in Reference [66].

The third aspect, which was partially investigated in the past is the use of higher order spatial discretization. In recent times, the linear element was almost adopted universally in the published CBS papers. Further, studies are necessary to shed some light on the advantages of higher order elements in the CBS context.
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