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ABSTRACT: Monte Carlo simulation is increasingly being used in the analysis of large and complex 
structural systems for the assessment of the uncertainty spread and the reliability. A major handicap 
for the popularization of this technology is the large number of deterministic evaluations needed to 
such purposes, inasmuch as linear or nonlinear finite element solvers are required for each output sample 
calculation. In order to simplify this task neural networks are evaluated in this paper as a partial surrogate 
of the deterministic solver. The neural networks are trained with the input/output pairs resulting from a 
fewnumber of finite element simulations, and are henceforth used in a Monte Carlo context. It is shown 
that when employed in this way, neural networks constitute a promising tool for a drastic reduction of 
the computational cost needed by a Monte Carlo simulation in this field of application. Three types 
of networks have been selected for the study, two of which correspond to supervised and the other one 
to hybrid learning procedures. The paper compares the network designs in their more relevant aspects, 
which are the training speed and accuracy, the extrapolation ability and the accuracy of the estimated 
probabilities. 

1 INTRODUCTION constitute one of the most important recent devel­
opments in the field of Artificial Intelligence to­

The application of Monte Carlo methods for the gether with Genetic Algorithms and Fuzzy Logic. 
reliability analysis of structural systems requires In essence, the ANN are intended to imitate the 
the repeated use of finite element solvers, which learning and reasoning mechanisms of living be­
is a task implying a high computational cost, es­ ings. They have proved to be very useful for mul­
pecially if a large number of elements are em­ tiple engineering purposes, such as pattern recog­
ployed in the model. It seems that the fast de­ nition, image and signal processing, optimization, 
velopment of computing speed is not contributing automatic control, etc (Lin & Lee 1996). Also, 
to the popularization of Monte Carlo methods in they have found numerous applications in com­
practical structural design due to the fact that it putational and experimental mechanics, as sum­
is commonly accompanied by a parallel increase marised by Yagawa & Okuda (1996). 
of the number of finite elements employed to each A real biological neuron is composed by a cell 
problem. As a consequence current design prac­ and several dendrites, which connect it to other 
tice seems to be confined into the narrow physi­ neurons. The activity of the neuron comprises the 
cal frame of deterministic views (Marczyk 1997). following phases: a) the reception of the electrical 
Thus the employment of Monte Carlo techniques impulses sent to it by other neurons; b) the trans­
in practical structural design seems to be continu­ formation of the collected information and c) the 
ously postponed. emission of the processed impulse to other neu­

This paper explores a way for partial alleviation rons. This process has been imitated both in soft­
of the mentioned computational effort that can be ware and hardware forms for different technical 
useful even-in complex cases modelled with thou­ purposes. In applying the ANN to many prob­
sands of finite elements. This consists in using lems of structural mechanics, however, only the 
~eural networks as partial surrogate of the numer­ algorithms for training and using the ANN are of 
ical mechanical model. Such an approach is sug­ importance. In this case they are explored in the 
gested by the notorious association and memory structural reliability context. As is well known, 
properties of these devices. this problem can be expressed as 

As is known, Artificial Neural Networks (ANN) 
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Figure 2. Radial Basis Function Network. 
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bx=J-InO.5/n (6) 

where n is a constant determining the amplitude 
of the Radial Basis function. This constant serves 
to identify each network model, as it i~ not a tar­
get of the calculation. Henceforth this proceeds 
according to the following steps: 

1. The input to the second layer s; is th: Eu­
clidean distance between inputs and weights: 

x, 

2.2 Radial Basis Function Networks 

The Radial Basis Function networks (RB). have 
their inspiration in the associative properties of 
the biological neurons. It di~er.s fro~ the BP type 
in that it is intended to rmrmc an input-output 
mapping not by building a complex n?nlinear re­
lationship but by classifying the data l~tO several 
groups. Besides being a common task m the ~el~ 
of Pattern Recognition (Ripley 1996, Theodoridis 
& Koutroumbas 1999), this feature can also be ex­
ploited in the reliability analysis context, be~a~se 
the limit state functions define two well distin­
guished regions, namely the safe and failure ones. 
In numerical practice, the most relev~nt advantage 
of this network type is that there is no need of 
presenting the training set ~undreds or thousands 
times as is commonly required by the Backpropa­
gatio~ strategies summarized above. I~stead, the 
network can be readily calculated as a sl~pl.e.least 
squares problem. This opens up the ~OSSl?llIty of 
a fast computation of several alterna~lves in ?r~er 
to select the most accurate for the given training 

set. d d i
The architecture of the RB network a ~pte ~n 

MATLAB (The Math Works 1994) is de~cnp~ed in 
Fig. 2. The first layer represents the given input 
values Xl, l = 1,2, ... , L, to which a bias neuron bx 

is added. The weights in the first layer are defined 
as a different input vector selected at random from 
the database. In addition, the bias term in the first 
layer bx equals 

(4) 

(3) 
L 

Ym = LWlmXI 
1=1 

3. The result is transformed by a linear or a non­
linear function: 

w[k + 1]= w[k] ­ (JJT + M)-Ig (5) 

where J is the Jacobian matrix of the ANN out­
puts with respect to the weigths, I !s the identity 
matrix and A is a suitable nonnegative value. 

Finally, it must be said that ~sually is necessary 
to repeat the training several times to reach a low 
level of error when using any of the above two al­
gorithms. In each of these training epochs the data 
set can be presented to the network in the same 
order or in a randomized fashion. 

In this paper the classical delta rule .and 
the Levenberg-Marquardt optimization technique 
have been tested. 
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4. The transformed information is sent to neuron 
k using the corresponding weights Wjk. 

Linking several layers of neurons in t~is way, one 
one can create an entire artificial multi-layer per­
ceptron as illustrated by Fig. 1 for the. case of 
three layers. Notice the presence of a bias term 
bx = XL which is usually set to 1. The Backpropa­
gation procedure of training t~e netw?rk compns~s 
these steps: (a) the information on input data IS 
entered through the first layer, usually in a normal­
ized form; the connection weights, which are the 
objective of the training, are usually set equal to 
random numbers at the first stage; (b) at the sec­
ond (or hidden) layer the .weighted sum (3) an~ 
the nonlinear transformation (4) are perform~d, 
(c) the same procedure is operated at the third 
(or output) layer, which has as. many neurons as 
output data. Since the result given by these n~u­
rons differ from the known results corresponding 
to the input data, there is a need to updating the 
weights of the whole network upon the bas?s of.the 
error in the output sets in the backward dIreC~l?n. 
When the weights are obtained by the condition 
that the square error be a minimum, the proce­
dure is known in the ANN literature as the delta 
rule (DR). This algorithm is considere~ to be of 
the supervised type because the error with respect 
to known outputs are used in calculating all the 
connection weights. . 

Several alternative proposals to the above nun­
imization procedure have been published. One of 
them employs the Levenberg-Marquardt method 
(LM), in which the weight ve.ctor is updated ac­
cording to the following equation: 

Figure 1. Backpropagation multilayer perceptron, 

2 NEURAL NETWORK TYPES 

1. The information arriving to a neuron j from 
the neuron l, Xlj, is multiplied by a weight Wlj, 

which represents the importance of the latter 
on the activity of the former among all the 
neurons transferring information to it. 

eters, allowing the introduction of a high complex­
ity degree that can cope with the inherent. ~on­
linearities of the problem at hand. In addition, 
notice that with the goal of memory association 
the training samples need not be drawn exclusively 
from the given density functions of the basic vari­
ables. Instead they can be arbitrarily generated. 
This implies a significant advantage over advanced 
Importance Sampling-based techniques (Melchers 
1999), in whose employment difficulties are .usu­
ally found for obtaining realizations in the failure 
region required for assigning an adequate Impor­
tance Sampling density (Ang et al. 1991). 

The following section contains a brief summary 
of the basic features of the training of the two types 
of networks used to this study. Then follows a dis­
cussion on the practical issues of the training and 
production phases for reliability computations us­
ing a structural example as a guide, characterised 
by a nonlinear limit state function. 

2. The total information given to neuron m, m = 
1,2, ... , M is calculated by the following 
weighted sum: 

x, 

x, 

XL_I 

In this section the main features of the two network 
types, namely, the Backpropagation (BP) Multi­
Layer Perceptrons and the Radial Basis Function 
Networks (RB) are described, as coded in the soft­
ware MATLAB (The Math Works 1994), which 
was used in the investigation. 

2.1 Backpropagation Multi-Layer Perceptrons 

This kind of neural networks imitate certain mem­
orizing processes performed by living beings in the 
following form: 

(2)F = {X : g(X) ~ O} 
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Pr = kf(X)dX (1) 

where Pr is the probability of exceeding a criti­
cal response, X is the vector of random st.ructural 
parameters and F denotes the mapped failure do­
main in the X-space. This can be formulated as 

where g(X) is the limit state function. There are 
roughly two families of methods to solve the relia­
bility problem, namely, the analytical approxima­
tion of the above integral by First or Second Order 
Reliability Methods (usually denoted as FORM 
and SORM) and integration techniques (Melchers 
1999). Although analytical techniques ar.e ~ompu­
tationally simple they are nonetheless limited to 
cases with a smooth limit state function and are 
otherwise inaccurate (Schueller and Stix 1987). On 
the other hand, the numerical estimation of the 
integral can be performed by Monte Carlo meth­
ods which are general with respect to the shape of 
the \imit state function. In lieu of approximating 
the failure domain by simple functions in the X 
space, Monte Carlo methods allow the direct com­
putation of the failure probability by generating an 
artificial population of structural responses g(X) 
using a deterministic finite element code (Melch­
ers 1999). This requirement, of course, implies a 
large computational cost which can become pro­
hibitively high when the probability of failure is 
low. It is just for this task that neural networks 
are useful, given their ability to learn the mapping 
of input onto output variables of a given system 
regardless of its physical or probabilistic models. 
The computation of failure probabilities via ANN 
comprehends the following phases: 

1. To calculate several input/output pairs to 
learn the network via standard Monte Carlo 
techniques using the finite element solver. 

2. To train the network with these pairs. 

3. To use the trained network as a solver surro­
gate for the reliability assessment in the sub­
sequent Monte Carlo simulations. 

In this respect it must be observed that ANN 
approach resembles the Response Surface method 
(Faravelli 1989, Kim & Na 1997) in that both are 
purported to substituting the deterministic code 
used for Monte Carlo integration. However, the 
Response Surface method relies on the validity of a 
simple equation, usually of polynomial form, which 
is fitted to the preliminary data by least squares 
techniques. On the contrary, neural networks pro­
vide a more general approach in that the mapping 
functions require a much larger number of param­



--

3 

L 

Ym = L Ilwlm - Xdl (7) 
1=1 

Since the weights are in fact equal to other 
inputs, this distance measures how close they 
are to each other. 

2. The Radial Basis function used in this layer 
has a bell shape 

-2 

Ym = f(Ym) = exp(-y;) (8) 

Accordingly, this function privileges those in­
puts which are the nearest to the given one. 

3.	 The outputs of the second layer as well as a 
new bias term by are multiplied by weight fac­
tors W mn . The input to the third layer is 

M 

zn = L wmnYm (9) 
m=1 

4. A purely linear transformation is applied to 
the input of the third layer so that zn = Zn· 

5.	 The weights and the bias in the second layer 
are calculated by a least squares problem set 
by the outputs of the second layer and the 
known outputs of the third. 

This algorithm is considered as hybrid between 
the supervised an unsupervised types because only 
some of the weights are computed on the basis of 
the errors with respect to known outputs. 

NUMERICAL DEMONSTRATION 

In order to examine the capabilities of the three 
network algorithms summarized above, a numer­
ical study was conducted over a frame structure, 
depicted in Fig. 3. The response under analysis is 
the top horizontal displacement of the frame. The 
critical value was chosen as 11 em. 

In both the BP and RB types a purely linear 
function was employed in the outputlayer. In the 
two BP algorithms use was made of an adaptive 
learning rate TJ and momentum updating. In the 
RB case, dynamic adaptation is implemented by 
adding new neurons to the hidden layer as new 
data are presented to the network. The three types 
of networks were tested using nine models, accord­
ing to the number of neurons M in the hidden layer 
for the BP types and to the spread constant \1 in 
the RB case. The models are defined in Table 2. 
For each model 20 analysis were performed and 
the best one in the sense of least end training er­
ror was selected as a representative of its category. 
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Figure 3. Frame example. 

Table 1. Example 2 - Probability distributions of the basic 
variables 

x fx(x) J-l CJ 

E, cols. LN 1960 kN/cm2 196 kN/cm2 

E, beams LN 1960 kN/cm2 196 kN/cm2 

I, cols. LN 100,000 em" 10,000 ern" 
I, beams LN 150,000 em" 15,000 ern" 

PI N 24.50 kN 6.125 kN 
P2 N 27.44 kN 6.860 kN 
P3 N 28.42 kN 7.105 kN 
P4 N 29.40 kN 7.350 kN 
P5 N 30.38 kN 7.595 kN 
P6 N 31.36 kN 7.840 kN 

The networks were trained with sets of 150, 600 
and 1000 samples. After training, the failure prob­
abilities were calculated with 25,000 samples. The 
random variates were combined by means of the 
Updated Latin Hypercube method (Florian 1992). 
The total number of trainings performed for this 
example was therefore equal to 420. This large 
number allows a good comparison of the network 
design and training options with respect to the fol­
lowing aspects: 

1. Training time and mean error. 

2. Consistency of the estimation of the probabil­
ity of failure. 

A standard Monte Carlo analysis was performed 
over the actual structural model for calculating the 
horizontal displacements. This implies the solu­
tion of the system 
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Table 2. Neural network models tested 

Model DR LM RB 

M M 10-5\1 

1 2 2 1.00 
2 3 3 1.96 
3 4 4 2.92 
4 5 5 3.88 
5 6 6 4.84 
6 7 7 6.44 
7 8 8 7.40 

Ku=p (10) 

where K is the stiffness matrix of the structure 
which is condensed with respect to the desired de­
grees of freedom; u is the displacement vector and 
p the load vector. The probability of failure was 
estimated with 350,000 calls of the finite element 
solver as 0.005451. This figure will be used as the 
exact value in the following comparisons. 

3.1	 '['raining time and mean error 

Figure 4 compares the training times for the nine 
models of the BP networks when using 150 sam­
ples, as measured on a standard PC. It can be seen 
that the training time of the BP networks depends 
almost linearly on the number of neurons. If this 
were the only variable to consider, these results 
suggest that for complex problems involving many 
basic variables the LM training algorithm would 
be preferred over the classical delta rule. Finally, 
it can be seen that the training time of the RB 
architecture is not sensitive to the spread constant 
as can be expected. 
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Figure 4. Training times with 150 samples. 
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Figure 5. Mean training errors with 150 samples. 

On the other hand, Figure 5 shows the end mean 
error in percent for the two BP cases, as measured 
with respect to the training set. It can be observed 
that in both cases the increase of the number of 
neurons in the hidden layer has a positive effect 
on the error. Such an increase is more effective 
for the LM that for the DR algorithm. In this 
respect, it must be noticed that the generalization 
capacity of the network can be negatively affected 
by an uncontrolled increase of this number, as is 
well established (Lin & Lee 1996). 
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+	 DR-600811111pIe8 
o	 DR - 1000IIIImplea 
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Figure 6. Performance of the DR network. 

3.2	 Consistency of the estimation ot the probabii­
ity of failure 

Important as it is, however, the comparison of end 
training error is not conclusive about the optimal 
network type because two important questions re­
main, namely, 
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Figure 7. Performance of the LM network. 

1.	 The extrapolation capacity of the network, i.e. 
its accuracy in assessing the limit state values 
and hence the failure probability. 

2.	 The consistency of the network type when 
tested with the validation set. In other words, 
the robustness of the estimations ofthe proba­
bility offailure given by the network type with 
respect to changes of the parameters defining 
the model and of the sample size. 

• • AS - 150 samples 

+ + RB - 600 eamplea 
o	 0 RS - 1000 samples 

2,	 4 
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Figure 8. Performance of the RB network. 

Figures 6 to 8 show the performance of the 
three network types in terms of the estimated fail­
ure probabilities. The value calculated by direct 
Monte Carlo is shown as a straight line. It can be 
seen that the DR network does not perform as well 
as the LM one, which often gives the correct value. 
Besides, the dispersion of the LM results are much 
lower than those of the DR type and its conver­
gence to the right value is faster. In both cases the 
extrapolation capacity of the networks (i.e. their 

ability to give good estimations of outputs not used 
in the learning process) is not affected by increas­
ing the number of hidden neurons. In all cases the 
RB network underestimates the failure probabil­
ity even with a large training set. Moreover, the 
improvement of the estimation seems to saturate 
when increasing the sample size. This can perhaps 
be attributed to the nonlinearity and the high di­
mensionality of the limit state function. This con­
trasts with the excellent results given by this net­
work type when tested on linear limit functions 
(not reported herein). Thus it seems less robust 
than the LM algorithm for general limit states. 

4	 CONCLUSIONS 

Two classes of neural networks have been exam­
ined as surrogates of the structural model needed 
in a Monte Carlo assessment of its probability 
of failure. They are the Backpropagation Multi­
Layer Perceptron and the Radial Basis Function 
network, which correspond respectively to super­
vised and hybrid learning types. The first was 
tested using two training approaches, namely the 
popular Delta Rule and the Levenberg-Marquardt 
minimization procedure. The following conclu­
sions can be drawn from this study: 

1.	 The LM algorithm behaves better than the 
DR in terms of training time and error, accu­
racy and robustness. 

2.	 The effectivity of the RB network seems to 
saturate when increasing the training sample 
size. 

3.	 The BP-LM algorithm is the one that can be 
more safely recommended for practical use. 
To that purpose it is suggested that it be 
trained several times with different numbers 
of neurons in the hidden layer and several 
training samples sizes in order to select the 
statistical mode of the results as the final es­
timation. The effect of this procedure over the 
computational labor is negligible as the train­
ing times of the networks are very low and no 
new finite element solver calls are needed for 
each training. 
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