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Abstract. Patient-specific computational models represent a powerful tool for the planning
of cardiovascular interventions. In this context, the patient-specific material properties are
considered as one of the biggest source of uncertainty.
In this work, we investigated the effect of the uncertainty of the elastic module (E), as computed
from a recent image-based methodology, on a fluid-structure interaction (FSI) model of a patient-
specific aorta. The Uncertainty Quantification (UQ) was carried out using the generalized
Polynomial Chaos (gPC) method. Four deterministic simulations were run based on the four
quadrature points, computed considering a deviation of ±20% on the estimation of the E value
of the vessel wall from patient’s imaging.
The UQ of the E parameter was evaluated on the area and flow variations among cardiac cycle
extracted from five cross-sections of the aortic FSI model. Results from gPC analysis showed a
not significant variation of the area and flow quantities during the whole cardiac period, thus
demonstrating the effectiveness of the used image-based methodology in the inferring of the E
parameter, despite its intrinsic errors due to model definition.
This study highlights the importance of imaging to retrieve useful data in an indirect and non-
invasive way, to enhance the reliability of in-silico models in the clinical practice.

1 INTRODUCTION

Over the last years, patient-specific computational models have kept spreading, potentially
representing a powerful tool for a wide range of cardiovascular applications [1, 2, 3, 4, 5]. The
recent advances of medical imaging and numerical power have allowed the spread of numerical
patient-specific modeling, thus providing a reliable tool for the study of cardiovascular problems
in a highly accurate way.
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Among the large number of information required to implement the numerical model, patient-
specific material properties of implantation site still represent the major challenge [6, 7, 8]. In
fact, while the current imaging techniques allow a high-fidelity depiction of the in-vivo anatomy
of the patient, a proper patient-specific numerical replica requires also a reliable implementation
of boundary conditions and material properties, with this latter at date representing the biggest
source of uncertainty [9, 10].

Recently, a novel image-based tool was developed to infer directly and non-invasively the
mechanical properties of vessel wall [11], representing a valuable strategy to determine the
proper patient-specific material properties in an in-silico model. However, such methodology
still presents a gap between the estimated material model and the ground of truth, due to the
intrinsic modeling features and image-related uncertainties. In this work, we investigated the
effect of such uncertainties using uncertainty quantification (UQ) techniques, to evaluate the
reliability of the method.

2 THEORETICAL BACKGROUND

2.1 The χ-Method

The χ-method is a recent image-based technique able to infer in a non-invasive and direct way
the local elastic properties (in terms of elastic module E) of vascular walls. The methodology was
the results of the previous studies available at [12, 11], based on the exploitation and refinement
of the so-called QA method.

The QA method was firstly presented as a technique able to estimate the pulse wave velocity
(PWV ) from phase contrast magnetic resonance imaging (PC MRI) [13] and ultrasound images
[14]. According to the QAmethod, the relationship during the reflection-free early systole period
of the cardiac cycle between the cross-sectional area A of the vessel and the passing flow Q can
be approximated as a first-order linear equation. Hence, the PWV can be computed as:

PWV =
dQ

dA

∣∣∣∣
early systole

(1)

where dA is the incremental variation of the cross-sectional area and dQ is the incremental
variation of the flow passing through the section.

According to literature [?], an estimation of the E value of the vessel can be estimated as
function of PWV and some features of the vessel:

EPWV = 3 ρPWV 2

(
1 +

A0

WCSA

)
(2)

in which ρ is the density of the fluid passing through the cross-section of the vessel, A0 is the
area of vessel’s lumen and WCSA is the wall cross-sectional area (i.e. the area between inner
and outer diameter), both measured at diastole.

Following the preliminary results available in the previous studies [12, 11], a correction factor
was included in the Equation 2 to make the formula more predictive of the E value of the vessel
wall, defined as:

χ = γ RAC (3)
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where RAC is the relative area change along the cardiac cycle and γ is a function of some model
characteristics such as geometry, flow and pressure quantities.
Hence, the enhanced formula for the estimation of the E value is provided multiplying the
Equations 2 and 3:

Eχ = 3 γ RAC ρPWV 2

(
1 +

A0

WCSA

)
(4)

The χ-method is able to estimate the local E value of a vessel wall at a selected cross-section,
using the Equation 1, which considers the PWV as computed from the QA method, specific
geometrical features of the section, and a crucial corrective factor χ.

2.2 Generalized Polynomial Chaos Expansion

To investigate the impact of image-related uncertainties on the outcomes of the χ-method,
the generalized Polynomial Chaos Expansion (gPC) was used, consisting in a generation of
stochastic response surface. The evaluation of the continuous surface response consists in three
steps: (i) calculation of the quadrature points; (ii) deterministic simulations; (iii) assessment of
the gPC for the quantity of interest X, expressed as:

X(ω) =
∞∑
r=0

arΦr(ζ(ω)) (5)

where ω is an elementary event, ζ(ω) is an unbounded random vector of uncertain parameters,Φr

is the r-th orthogonal polynomial basis and ar is the related coefficient. Given the orthogonality
property of the polynomial basis, the coefficient ar can be computed as:

ar =
⟨X,Φr⟩
⟨Φr,Φr⟩

=
1

⟨Φr,Φr⟩

∫
supp(ζ)

Φk(ζ)η(ζ)δ(ζ) (6)

where supp(ζ) is the integration domain, i.e. the support of the random vector ζ and η(ζ) is
the weight function ensuring the orthogonality for the specific polynomial function.

The Probability Distribution Function (PDF) of the studied uncertain parameters was as-
sumed as uniform due to the unavailability of statistical information, and the uniform PDF is
the least informative distribution able to provide the highest variance in given intervals. Conse-
quently, the Legendre polynomials were used as polynomial basis, truncating to the third order
for each dimension. Hence, four quadrature points were used for the uncertain variable.

3 MATERIAL AND METHODS

The investigated scenario was comprehensive of all the uncertain variables somehow affecting
the outcomes of the χ-method in terms of reliability of the computed E value. In fact, as
observed in the results of the previous work [11], a deviation from the ground of truth is still
present. Hence, although a relative error not greater than 15% was found for the difference
from the ground of truth, for this UQ study a standard deviation of 20% was assumed in the
calculation of the Eχ value (Equation 4).
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Figure 1: CT images at anatomical planes (a-b-c) and resulted raw segmentation of the aorta (d),
refined model for simulation (e) and indication of the analyzed slices (f).

A patient-specific case was analyzed, consisting in a computed tomography dataset for the
geometry modeling of the aorta (Figure 1) and PC MRI data at aortic valve for the estimation
of the Eχ value and boundary conditions of the computational model (Figure 2).

The evaluation of the phase contrast data led to an estimation of the Eχ value of 2.02
MPa, according to the χ-method [11]. An isotropic linear elastic material was adopted for the
2 mm thickness wall, with a Poisson’s ratio of 0.49. Four different E values were assigned,
corresponding to the quadrature points computed considering the range [Eχ− 20%; Eχ+ 20%],
as listed in Table 1.

Figure 2: Extraction of the plane acquisition (a) from the localizer sequence (b) and velocity curve at
aortic valve extracted from the segmentation of phase contrast MRI data (c).

The blood was considered incompressible and non Newtonian (ρ = 1060 kg m3 and µ =
0.05 kg m−1 s−1) [15, 16]. The fluid mesh (ANSA, Beta CAE Systems) consisted in 3,524,413
tetrahedral elements, with dimensions ranging from 1.0 to 1.5 mm, based on model curvature.
Five inflation layers were set to model boundaries. A node-to-node correspondence between
structural and fluid domain was assured.
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Table 1: Quadrature points related to the E values assigned to the vessel wall of the deterministic FSI
simulations.

Quadrature points

E (MPa) 1.61 1.86 2.17 2.42

No degrees of freedom were allowed to the edges of the structural mesh. The boundary
conditions of the CFD model were set according to the MRI-based velocity at the inlet and four
different Windkessel models at the outlets. The RCR values were opportunely tuned to get a
physiological pressure range and waveform at each outlet (Table 2).

Table 2: RCR values of the Windkessel models for the boundary conditions assigned to the aorta outlets:
the three supra-aortic vessels, i.e. the brachiocephalic artery, the left common carotid artery and the left
subclavian artery and the descending aorta.

Rp (Kg s−1 m−4) C (m3 Pa −1) Rd (Kg s−1 m−4)

Brachiocephalic artery 1.3 · 107 1.5 · 10−9 1.3 · 109
Left common carotid artery 5.1 · 107 3.8 · 10−10 5.0 · 109
Left subclavian artery 1.1 · 107 1.7 · 10−9 1.1 · 109
Descending aorta 2.5 · 106 7.7 · 10−9 2.4 · 108

Each simulation corresponding to one quadrature point was run for 10 cardiac cycles to make
the RCR models reaching the regime state. A time step of 0.5 ms was set for both fluid and
mechanical solvers. The response surfaces were calculated for area and flow-rate variations via
Dakota, at specific five different numbered slices extracted along the centerline of the model.

4 RESULTS AND DISCUSSION

The UQ results are reported in terms of PDF and standard deviation at each time instant
of the cardiac cycle for area and flow variations. PDF values represent the non-normalized
probability that the output of the model expresses a specific value, due to the uncertainty effect.

The UQ analysis was based on the unknown variables affecting the prediction of the χ-method
for the inferring of the E value from imaging data.

The flow-rate was minimally affected by the uncertainties related to the stiffness wall estima-
tion. A modest variance was encountered for slice 2, as reported in Figures 4, reasonably due to
the complex flow arising from the enlargement of ascending aorta (the patient was affected by a
mild aneurysm), making the local velocity patterns slightly dependent on the vessel compliance.
On the contrary, none fluctuation was found for the rest of the slices, presenting a regular flow,
whose PDFs and standard deviations are showed in Figures 3c-d, 5c-d, 6c-d and 7c-d for slice
1, 3, 4 and 5, respectively.

A moderate area variation resulted from the effect of the E-related uncertainties. This effect
appeared to be more pronounced for the larger slices, with slice 2 presenting the most spread
PDF and standard deviation (Figures 4a-b), following by slice 1 (Figures 3a-b). However, the
overall influence of the uncertainties due to χ−method on the area deformation was found to
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be relatively restrained and almost totally negligible for the slices selected after the aortic arch,
characterized by a regular lumen and a straight vessel centerline (Figures 5a-b, 6a-b and 7a-b).

Notwithstanding, the need of reducing, at least partially, the level of uncertainties is still
required, especially the effect of the unknown thickness wall, which is predominant in the variance
introduced in the area deformation.

Figure 3: PDFs (left panels) and standard deviations (right panels) at each time instant of the cardiac
cycle for area (a-b and flow (c-d) variations, as extracted from slice 1.
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Figure 4: PDFs (left panels) and standard deviations (right panels) at each time instant of the cardiac
cycle for area (a-b and flow (c-d) variations, as extracted from slice 2.

Figure 5: PDFs (left panels) and standard deviations (right panels) at each time instant of the cardiac
cycle for area (a-b and flow (c-d) variations, as extracted from slice 3.
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Figure 6: PDFs (left panels) and standard deviations (right panels) at each time instant of the cardiac
cycle for area (a-b and flow (c-d) variations, as extracted from slice 4.

Figure 7: PDFs (left panels) and standard deviations (right panels) at each time instant of the cardiac
cycle for area (a-b and flow (c-d) variations, as extracted from slice 5.
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5 CONCLUSIONS

In this work we used gPC to evaluate the effect of image-related uncertainty of the χ-method
on the area deformation and flow variations of a patient-specific aortic model. Results showed
that, while the flow-rate was barely affected by the input uncertainties, area deformation was
subjected to a non-negligible effect, especially at ascending aorta. However, such deviation
can be considered relatively restrained, although further investigation to reduce such undesired
effects will be conducted.

UQ techniques represent a valuable strategy to investigate the level of reliability of numer-
ical patient-specific models, thus pointing out the directions for the enhancement of modeling
strategies.
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