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Abstract. Traditional computational methods face significant challenges with ever-increasing complex-
ity in the problems of engineering interest. One category of problems that suffer from this phenomenon
is those where Fluid-Structure Interaction (FSI) is present. One set of problems that suffer from this
phenomenon is those where Fluid-Structure Interaction (FSI) is present. FSI simulations are tradition-
ally time-consuming and computationally extremely expensive. Potential alternatives rely on using a
surrogate model to substitute one or more systems involved. A promising approach employs artificial
neural networks as the basis for such a surrogate model combined with strong physics simulations based
on finite element methods (FEM). This approach requires the seamless integration of Al algorithms and
packages into the simulation workflow. Such an example is the NeuralNetworkApplication developed in
KratosMultiphysics. The routines related to the neural networks are executed through an interface with
the Keras API. Mok’s benchmark is chosen as the study case to test the capacity of the previous method
applied to FSI problems. Two cases in which one of the systems is substituted by a neural network-based
surrogate model are analyzed. Strong and weak coupling scenarios are considered. The results present
improvements in simulation time without sacrificing accuracy, especially when compared with the orig-
inal benchmark. This contribution discusses the influence of the original data and network architecture
on the simulation outcome and different considerations for generating surrogate models for FSI.

1 INTRODUCTION

Nowadays, the interest in coupled multiphysics simulations is higher than ever. The Fluid-Structure
Interaction (FSI) problems appear in a broad range of key technologies, from aircraft to wind turbines
or bridges. Traditional approaches for analyzing and designing such systems are greatly limited by their
complexity, often relying on physical tests. Recent advances in computation have allowed the solution of
these problems through simulations, creating new possibilities for faster and cheaper design. Neverthe-
less, coupled multiphysics problems still impose some of the most significant challenges when simulating
engineering systems [[1]. Therefore, extensive efforts have been put into developing methods that allevi-
ate the problems from multiphysics simulations, such as the convergence of the coupling schemes and
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their computational performance.

FSI simulations are traditionally time-consuming and computationally extremely expensive. Addition-
ally, there are convergence or stability problems in many cases. Plenty of research has been devoted to
accelerating and enhancing their performance [2l]. However, there is usually a trade-off between speed
and accuracy, which may limit their use in specific applications. One attractive prospect solution for
some of these limitations is the implementation of surrogate models that substitute or complement any
of the subsystems. We propose here the use of neural networks to generate such surrogate models.

Neural networks (NN) make up a subfield of supervised machine learning algorithms that have experi-
enced great success in recent years due to their efficiency and versatility. Being a data-driven approach,
they avoid the necessity of a complex physical model, allowing predictions of results based on obser-
vations. These properties make them promising candidates as the basis of surrogate models. Neural
networks were first proposed in the 40s [3]] and began to get traction with the discovery of the back-
propagation algorithm in the 70s [4]. However, it was not until the 90s that their first applications in
structural engineering were considered. At the start, Valunchene and Sun [5] trained neural networks on
simple benchmarks such as prismatic beams, simple truss structures, and plates. In the following years,
the applications in structural engineering expanded [6} [7]], but their implementation was not generalized
due to the lack of computational access. The most significant advances were made in the field of material
and model parametrization from real data [8].

In parallel, there has been extensive research in the field of fluid mechanics due to the potential of
avoiding expensive simulations. However, it was not until the last years that the advances in machine
learning and the computational power of modern computers led to an explosion of research in the field.
For example, in fluid mechanics, simulation results are being predicted from visual data [9} [10]. In solid
mechanics, neural networks have been extensively used for applications like structural optimization [11]].
The recently implemented Physics-Informed Neural Networks (PINN) [[12, [13] is providing promising
results in simulating physical systems with the help of neural networks by integrating governing equa-
tions in the training loop. The physics guided machine learning models like the one’s introduced by
Rishith et al. in [14, [15] are also getting attention as different versions of informed machine learning.
Additionally, as shown in [16]], different solutions based on neural networks have been proposed for a
variety of dynamical systems.

However, up to now, there have been very few applications of neural networks to coupled FSI sim-
ulations. Totounferoush et al. [17] recently proposed the use of predictors based on neural networks
as surrogate models in FSI simulations, where both the fluid and the structure are substituted. Other
surrogate models of structures for FSI problems were additionally presented in [[18].

The main contribution of this work is the analysis of neural network-based surrogate models to FSI
problems. To this end, Mok’s [[19] benchmark is evaluated. Mok’s benchmark is a well-known study case
to test the capacity of different methods applied to FSI problems. In the first instance, the structural model
in the example is substituted by a neural network-based surrogate model trained on known data while
retaining the original fluid model. A second case where a surrogate substitutes the fluid model, keeping
the structural one untouched, is evaluated. In both cases, the neural network predicts the total response
of the system it substitutes. Strong and weak coupling scenarios are considered. The implementation is
done in the multiphysics simulation framework KratosMultiphysics [20] (a.k.a Kratos), which uses Keras
API [21] as a background for machine learning operations. In the following Section 2] the methodology
for the implementation is detailed. Then, Section E] tests the surrogate models on Mok’s benchmark and
discusses the results, concluding in Section 4}
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2 METHODOLOGY

The approach for the generation of the neural network-based surrogate models consists in three steps:
data generation, model training and surrogate model implementation (see Figure [I). The inclusion of
NeuralNetworkApplication in Kratos’ framework allows the integration of each of these steps in the
traditional workflow of FSI simulations.
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Figure 1: NeuralNetworkApplication’s workflow.
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2.1 Data generation

The first step in the development of a supervised surrogate model is the generation of the training
datasets. These datasets can be obtained either from external sources (e.g. sensors) or generated from
computational models. Taking advantage of the capacities of NeuralNetworkApplication, the second
approach is chosen for this project. In this case, the input and output data are generated from the original
benchmark, which employs an FSI simulation under strong coupling [22]. The results at the nodes of the
model are saved at each timestep of the FEM simulation in the “model part”. The model part defined in
Kratos is a container for the geometrical information of the model, including the mesh and the variables
present at the nodes. This data is later retrieved from the model part and stored separately, distinguishing
between input and output data. It will be preprocessed and later fed to the neural network.

2.2 Model training

Once the training datasets are generated, the next step is the set-up and training of the model, whose
architecture must be decided.

2.2.1 Neural network architecture

There exist numerous amount of options for the neural network’s architecture. In this specific case, sev-
eral requirements must be met. First, the neural network must be able to predict temporal data sequences,
as the problem is a dynamic one. Additionally, the tendency between timesteps must be conserved, as
the system is physical and conserves some inertia. Moreover, the results of adjacent nodes must also
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be correlated, as the continuity of the model prevents discontinuities in the solution fields. Finally, the
surrogate model will solve a regression problem; therefore, the output must be adaptable to the objective
solution space. In conclusion, the neural network architecture must preserve the spatial and temporal
properties of the system, proposing a solution for a given set of inputs.

The proposed architecture that fulfills these requirements is composed of convolutional and recurrent
layers with a linear dense output. Convolutional Neural Networks (CNN) [23] use an assortment of
weighted filters applied over ordered tensor grids. The training is performed on the weights of the filters,
which in turn capture the relationship between different elements. As convolutional layers increase the
dimensionality of the tensors, a pooling layer must be added at their output to collapse them. Two
pooling strategies were considered: max-pooling and average-pooling. Max-pooling layers favor the
extreme values, while average-pooling ones disfavor them. Average-pooling is chosen for our cases as it
typically results in more stable models. The CNN block keeps the spatial information of the model.

Alternatively, the recurrent layers are used for recording temporal information. Long-Short Term
Memory (LSTM) [24]] layers are employed in this work. These layers receive the output of a selected
number of previous timesteps as input and generate the next value. The number of timesteps considered
is referred to as lookback. Combining convolutional with LSTM layers in a CNNLSTM architecture
allows contemplating both the temporal and spatial relations of the model. Immediately after these two
blocks, a final block composed of dense layers with ReLU activation functions is added to provide the
model with generalization capabilities. A last dense layer with linear activation and the same dimension
as the output objective space predicts the output for regression. The precise architectures for each case
are specified in their respective sections.

2.2.2 Training

The training scheme consists of dataset pre-processing, prediction, loss evaluation, and backpropaga-
tion. As pre-processing, input and output data are normalized, and their constant values are suppressed
from the dataset. Additionally, the output of previous timesteps is combined with the input to make up
the lookback. This dataset is passed through the model that predicts the output. The output is compared
with the expected actual value, and a mean-squared error (MSE) loss is evaluated. Then, the weights are
updated through backpropagation using an Adam optimizer with a learning rate of 0.001 and decay of
1E-5. This process is repeated until convergence. This model is trained on a single temporal series close
to the expected one from the coupled problem; therefore, setting a testing procedure is unnecessary. In
addition, finer tuning of the hyperparameters could be achieved, but it is not consisted in this project.

2.3 Surrogate model implementation

Once the neural network is trained, it can be used as a surrogate model. This model will substitute
either the structure or the fluid system in the coupled co-simulation problem. The coupling can follow
weak or strong schemes. Through the NeuralNetworkApplication solver, the model is seamlessly inte-
grated into the solution loop. First, the input variables are retrieved from the model part. Next, they are
preprocessed with the same parameters as used for the model’s training and passed to the neural network.
The network then predicts the output results, which are further processed to invert the transformations
performed in the training phase to the output dataset. Finally, the predicted results are newly assigned
to the model part. The respective coupling and mapping operations are performed before and after the
predictions.
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3 RESULTS

The neural network-based surrogate model can be applied to Mok’s benchmark in several ways. In
this project, two configurations are implemented: one with the surrogate model substituting the structural
one and one substituting the fluid one. Both models differ mainly on the input and output variables, with
some modifications in the neural network architecture.

3.1 Original benchmark

Mok’s [19] benchmark is composed of a flexible wall in a channel flow, which is fixed at its base
and is displaced by the force of the flow. The fluid is modeled using an ALE formulation, where the
displacement of the membrane is reflected in the fluid as a modification of its boundary conditions. This
mesh displacement has an effect on the velocity and pressure results of the fluid, especially near the
interface. This is a 2D FSI simulation between the convergent flow and the flexible wall. The problem
is strongly coupled, as the similar order of magnitude of the densities of structure and fluid implies large
interactions between them. The first reference solutions are provided by Mok (2001) [19] and are further
refined by Valdés (2007 ) [22]]. Kratos’ solution is closer to Valdés and is used as the basis for the neural
network approach.
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Figure 2: Mok’s benchmark of flexible wall structure is in a convergent fluid channel

The geometry of the system can be seen in Figure[2] The general properties are the following:

* The inlet velocity has a parabolic profile with v(y,#) = 49y(1 —y), where 7 = %9897 (] _¢cos )
in the ramp-up phase (the first 10 seconds) and v = 0.06067 otherwise.

* The fluid domain is considered with a Newtonian constitutive law, with a density p = 956 kg/m?
and a kinematic viscosity v = 0.145 m?/s as characteristic parameters.

* A linear elastic plane stress constitutive law is considered in the structure domain.

» The structure parameters are density p = 1500 kg/m?, Young’s modulus E = 2.6 x 10° Pa and
Poisson’s ratio v = 0.45.

* The timestep is 0.1 seconds, running the simulation for a total time of 20.0 seconds.
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The listed properties are used for each of the cases studied in this work. The results are compared
for two points at the interface. Point A is located at the very top of the structure, while point B lies
in the middle. The study cases are tested with two different couplings: weak or explicit coupling and
strong or implicit coupling. Both of them apply a Gauss-Seidel scheme. The surface of the structure
is defined as the interface for the exchange of information. The reaction on the fluid is synchronized
with the point load on the structure. The displacement of the structure is likewise coupled with the mesh
displacement of the fluid. Both solvers’ timescales are identical. The meshes of fluid and structure are
almost coincident at the interface. Each fluid node has a coincident node from the structure at the same
position. The structure has one extra node at the top edge with no corresponding fluid one. The mapping
is performed with the nearest neighbors search, which keeps the node alignment.

3.2 Structural surrogate

The first approach tested is the substitution of the structure by a neural network-based surrogate model.
In the coupling sequence, the forces on the interface from the fluid model are mapped to the structural
model. Then, the neural network solver reads the loads at the nodes of the model as input, preprocesses
them, uses them to generate predictions of the displacements, and stores those predictions at the nodes.
Then, the new coupling step maps back the node displacements of the structure model part to the fluid
mesh displacements.

The training data for the network is generated from the original benchmark with strong coupling. In
this case, the input data are the point loads at the nodes, and the output data are their displacements. As
the surrogate model will substitute the structure, the values are gathered from the structural model. The
next steps are pre-treating the datasets, setting up the neural network model, and training it.
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Figure 3: Neural network architecture for strong coupling.

The architecture of the neural network chosen is shown in Figure|3| First, the initial input data are the
loads in X and Y direction for each node, in total a 2D-tensor of shape (203, 2) at each of the 200 data
points. The output is the displacements at every node, again a 2D-tensor of shape (203, 2) at each of the
200 data points. The displacements are added to the input as lookback in the preprocessing step, retaining
the load observed at each earlier timestep. The initial input tensor has, in total, shape (10, 4, 203), having
a training input dataset with shape (200, 10, 4, 203). At each of the 10 lookback timesteps and at each
of the nodes, the variables are [va,,Py./,,dX,,_] ,dy;—1]. The loads P; originate from the current timestep,
and the displacements d;_; from the previous one. The shape of the input tensor implies using a 3D-
CNNLSTM architecture for the neural network. The output tensor is composed of the displacements d;.
The neural network is trained as explained in Section
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The results for weak and strong coupling are presented in Figures[dand[5] In every case, the displace-
ment plots are very close to each other. As expected, the displacement error in the strong coupling case
is smaller than in the weak one. The greatest differences come from the pressure plots. As it can be ob-
served, the pressure obtained with weak coupling and the structural surrogate is lower than the original,
significantly at the top of the structure. In particular, the maximum pressure at top is a 14% lower than
the one from the benchmark. Additionally, the model with strong coupling and the structural surrogate
introduces significant instabilities in the pressure measurements. This comes from deformations of the
mesh that would not be physically possible with the structural membrane, and appear due to the inaccu-
racies generated by the neural network. These instabilities are more prominent after the ramp-up phase,
which can come from the LSTM layers of the model. LSTM layers are suitable for transient and oscil-
latory signals, but introduce errors in cases where the input and the output vary relatively little. These
errors are accumulated with time, leading to an eventual loss of convergence.
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3.3 Fluid surrogate

The second alternative consists of substituting the fluid with the surrogate model. This approach is
very promising, as most of the computational resources used in solving Mok’s benchmark are employed
in solving the fluid system. The process is analogous to the substitution of the structural system. The
fluid system has two relevant boundary conditions that vary in every timestep: the velocity at the inlet
and the displacement at the interface. Its values at the nodes are gathered, preprocessed, and used as
input for the neural network. The surrogate model predicts the reaction forces at the interfaces, mapping
them afterward to the structural model. Finally, the structural model is solved, and the displacements
at the interface are mapped back to the fluid mesh. The velocity inlet is updated in every timestep as
specified.

As in the previous case, the first step is generating the training datasets. To this effect, the horizontal
component of the velocity at the inlet and the displacement of the interface from the original benchmark
are saved as training datasets. The output dataset will be the reaction force at the interface, which is also
collected from the initial case. These datasets are used to train the neural network.

The chosen neural network architecture is similar to the one from the structural surrogate case. As
shown in Figure|[6] the architecture is a 2D-CNNLSTM, combining a 2D-convolutional layer with LSTM
layers. In contrast to the structural case, the input data comes from two different model parts, with a
different number of nodes and different variables. Therefore, it is not reasonable to group the variables
by nodes, leading to a 2D-convolutional layer instead of 3D. The input tensor has a shape (10,854), with
the total training dataset shape being (200,10,854).
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Figure 6: Neural network architecture for fluid surrogate model

The results can be observed in Figure [/| and [8| for points A and B respectively. Weak and strong
coupling schemes are analyzed. The obtained results are satisfactory, as the structural displacements in
every case are close to the values of the benchmark. In the ramp-up phase, the strong coupling results
stick closer to the benchmark ones, while its stabilization is faster than the original. The weak coupling
results are the complete opposite, with an oscillatory behaviour in the stabilization phase. The solution
loop is run only once per timestep with weak coupling, which amplifies any inaccuracy produced by the
neural network. In this case, a variation of the loads causes oscillations in the system, giving results to
the observed pattern. The predicted point load results are in this case very remarkable. For point A, they
differ greatly from the benchmark values. This is a result of the inaccuracies in the displacement, as the
point loads at the top point are affected by the rotation of the structure. This conclusion is supported by
the point load plots for point B, which show that the loads are predicted accurately in every case. There
is no significant difference between the point loads in weak and strong coupling, as they are a direct
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result of the predictions of the neural network. The variations in the displacements from both cases are
not sufficiently large to produce a great disturbance in the predictions. It is of great significance that this
case stabilizes around the benchmark solution and does not give signs of a loss of convergence.
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3.4 Comparison

There are two main considerations to compare the different models: accuracy of the displacements
and time of simulation. Additionally, there are relevant differences between weak and strong coupling
schemes. The displacement results for weak coupling can be observed in Figure[9] The surrogate models
are generally accurate in every case. The response of the model with a structural surrogate is closer to the
original one, with the fluid surrogate presenting undesirable oscillations. It must be noted that both cases
are significantly more accurate than using a weak coupling scheme. This comes from the fact the training
data is generated from the strong coupling simulation of the original benchmark, which produces neural
networks that predict results closer to the strong coupling ones.
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The results obtained from strong coupling simulations are analogous to those in weak coupling. Higher
accuracy and stability are assured by using the strong coupling scheme, which may be required for some
applications. However, as observed in the point load plots from Section [3.2] the structural surrogate

model may lose the convergence after some time.
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The different simulation times obtained with the surrogate models are collected in Table [} As ob-
served, the surrogate structure does not speed up the simulation significantly. However, the weak cou-
pling simulation times are faster than the original full simulation with a strong coupling one, with a
negligible loss in accuracy. This approach can be used for generating accurate models that need to be
reused, running the strong coupling simulation once and using the surrogate later, especially with a weak
coupling scheme. The structural surrogate in strong coupling results in a less stable simulation and there-
fore requires more iterations of the coupling scheme, leading to longer simulation times. Nevertheless,
the greatest improvements in simulation time come from the fluid surrogate in both weak and strong cou-
pling. The fluid simulation is 55.2% faster than the original one in weak coupling and 75.4 % in strong
coupling. The difference in time between weak and strong coupling is not significant, as the system does

10
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not require many iterations in the solving loops of the strong coupling. For near-real-time or iterative
applications, the substitution of the system with a fluid surrogate is advised.

Table 1: Simulation times for different configurations on Mok’s benchmark.

Model Time weak coupling | Time strong coupling

simulation [s] simulation [s]
Full FSI 90.34 181.42
Surrogate structure 3DCNNLSTM 104.43 280.03
Surrogate fluid 2DCNNLSTM 40.45 44.65

4 CONCLUSIONS AND OUTLOOK

We presented the implementation of neural network-based surrogate models applied to FSI problems,
namely Mok’s benchmark. These models replace the structural or fluid solvers, showing significant
advantages with respect to their original counterparts. A structural surrogate trained with the results of
the strongly coupled simulation can be used in weak coupling to achieve enhanced results in a shorter
simulation time than the original model. Alternatively, a fluid surrogate accelerates the simulation time
up to 75% with respect to the original case without increasing the error significantly, which allows its use
in time-sensitive applications. These findings create a reference frame for future implementations. The
neural network-based surrogate is proved to be suitable for increasingly complex cases, accommodating
state-of-the-art model architectures to face their new challenges.

As proposal for future research, the modification of the data generation would have a great impact
on the generalization of the use of this surrogate-model approach. The aforementioned methodology
uses data generated from a strongly-coupled FSI simulation for training the networks, which in many
situations can be undesirable or impractical. An alternative would be the use of data obtained from the
individual simulation to be substituted. For example, a simulation of the structure could be run with
several load patterns and then the structural surrogate model would be trained with the dataset obtained
from it. A fluid surrogate could be generated analogously. The generation of the training datasets in such
a manner would completely avoid the need for a coupled simulation with the full models. Nevertheless,
this data generation process would introduce new sources of error that would lead to a potential loss of
stability and accuracy of the surrogate models that must be analyzed.
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