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Abstract. Structural health monitoring plays a crucial role in assessing the condition of civil 

structures, providing information for regular maintenance and post-disaster emergency 

management. However, the reliability of structural health monitoring outcomes can be 

compromised by sensor malfunctions. Over the past two decades, sensor validation tools have 

been proposed to identify and discard abnormal measurements before extracting information 

from the structural health monitoring system. The long-term benefits of structural health 

monitoring systems are commonly evaluated without considering the possibility of faulty 

sensors. This can lead to suboptimal maintenance decisions. Recently, a Bayesian decision 

theory-based framework has been introduced to account for different data quality issues and 

quantify the benefit of implementing a sensor validation tool. This novel approach expands 

the traditional Value of Information concept to encompass multiple "functioning" states of the 

structural health monitoring system. This paper mainly focused on a specific data quality 

issue, i.e., bias or drift in the monitoring outcome. Previous applications of this framework 

regard simplified decision scenarios, where the monitoring system was either “damaged” or 

“undamaged”, considering a fixed drift value. In this paper, the impact of uncertain drift 

levels on the Value of Information in structural health monitoring is investigated, addressing 

real-world complexities. A numerical case study is considered to illustrate the practical 

implications of the VoI framework. 

1 INTRODUCTION 

Structural Health Monitoring (SHM) has made significant advances in recent years, 

emerging as a critical tool for assessing the integrity and performance of civil structures, 

aerospace vehicles, and industrial machinery [1]. SHM systems are designed to track the 

evolution of structural parameters over time, offering timely evaluations of health conditions 

and security warnings. These systems rely on the concept of "damage-sensitive features," 
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parameters that encapsulate the structural state and exhibit variations indicative of damage 

progression [2]. Accurate damage identification, localization, and quantification are pivotal 

for informed decision-making in structural maintenance, repair prioritization, and resource 

allocation [3]. 

However, despite the potential of SHM, the reliability of its outcomes can be compromised 

by various factors, including sensor data quality issues. Environmental factors, repeated loads, 

and exceptional events contribute to structural deterioration over time. These very factors can 

also undermine the performance of SHM systems, particularly when operating in challenging 

environments. Sensor apparatus exposed to such conditions may experience faults, leading to 

anomalies in collected data and impacting data quality. Inaccurate or missing data can result 

to sub-optimal decisions entailing economic losses, generating false alarms and missed 

detections, potentially leading to costly operational interruptions or catastrophic accidents [4]. 

Sensor data quality issues in vibration-based SHM systems are diverse, encompassing 

various types of sensor faults, ranging from drift to noise interference. These faults can be 

categorized as "soft" or "hard," depending on their impact on the usability of the collected 

data [5]. 

To address these challenges and bolster the efficacy of SHM systems, researchers have 

turned to Sensor Validation Tools (SVTs), designed to assess the quality of collected data. 

SVTs employ various techniques, including one-class classifiers, multivariate statistical 

analysis, and machine learning algorithms, to detect and isolate inconsistent data channels. 

While SVTs offer valuable insights into data quality, their outcomes are inherently imperfect 

[6]. 

The concept of the Value of Information (VoI) from Bayesian decision theory has played a 

crucial role in quantifying the long-term economic benefits of SHM systems [7]. 

Traditionally, VoI analyses have focussed on the expected reduction in management costs 

associated with acquiring new information through an SHM system [8]. However, recent 

research has begun to explore the impact of data quality issues on VoI [9]. 

This paper investigates a novel approach proposed by Giordano et al. [10] that extends the 

VoI framework to encompass the assessment of sensor data quality, with a particular 

emphasis on mitigating challenges related to drift. In prior applications of this framework, the 

SHM system was characterized by binary states: either “damaged” or “undamaged” [11]. 

Notably, in cases involving drift, the “damaged” classification hinged on a predefined drift 

value. This paper delves into a scenario that reflects real-world complexity, where multiple 

states of the SHM system coexist. Specifically, the precise value of drift, when present, 

remains uncertain and is not predetermined.  

In the subsequent sections, the paper delves into the methodology, presents the case study, 

and discusses the obtained findings. 

2 THEORETICAL FRAMEWORK 

The theoretical framework of this paper builds upon classical Bayesian decision analysis, 

offering a systematic approach for making optimal decisions in situations where the true state 

of a system is uncertain [12]. Rooted in utility theory and the Bayesian definition of 

probability, this framework empowers decision-makers to select actions that maximize utility, 

considering various levels of knowledge and belief [13].  
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Three distinct types of Bayesian decision analysis are considered, each adapted to different 

levels of information. 

The Prior Analysis relies solely on the decision maker's knowledge, without collecting 

additional data. For each action 𝐴𝑛, the decision-maker computes the expected cost 𝐸[𝑢(𝐴𝑛)] 
by weighing the prior probabilities 𝑃(𝑠𝑙) of different system states 𝑠𝑙 against the utility values 

associated with different combinations of actions and states 𝑢(𝐴𝑛, 𝑠𝑙): 

 

 
𝐸[𝑢(𝐴𝑛)] = ∑ 𝑢(𝐴𝑛, 𝑠𝑙)𝑃(𝑠𝑙)

𝐿

𝑙=1

 (1) 

 

The optimal action �̂� is chosen to maximize utility 𝑢1: 

 

 �̂� = arg max
𝑛

𝐸[𝑢(𝐴𝑛)] (2) 

   
 

𝑢1 = 𝐸[𝑢(�̂�)] = ∑ 𝑢(�̂�, 𝑠𝑙)𝑃(𝑠𝑙)

𝐿

𝑙=1

 (3) 

 

The Posterior and Pre-Posterior Analyses incorporate new information. Posterior analysis 

is conducted when the outcome 𝑜𝑗 becomes available, while Pre-Posterior analysis anticipates 

all possible outcomes before they are observed. In this paper, the outcomes originate from an 

SHM system. In both cases, the prior probabilities of system states are updated using Bayes' 

theorem: 

 

 
𝑃(𝑠𝑙|𝑜𝑗) =

𝑃(𝑜𝑗|𝑠𝑙)𝑃(𝑠𝑙)

𝑃(𝑜𝑗)
 (4) 

 

where 𝑃(𝑜𝑗|𝑠𝑙) is the probability of observing outcome 𝑜𝑗 when the system is in state 𝑠𝑙, and 

𝑃(𝑜𝑗) is the total probability of outcome 𝑜𝑗. 

The framework proposed in [10] extends the traditional Bayesian approach by considering 

the states of the SHM system and outcomes of a Sensor Validation Tools (SVTs). 

Specifically, the states of the SHM system are represented by a random variable 𝑚𝑘, which 

can assume 𝐾 different values (e.g., 𝑚1 = 𝑑𝑎𝑚𝑎𝑔𝑒𝑑 and 𝑚2 = 𝑢𝑛𝑑𝑎𝑚𝑎𝑔𝑒𝑑). The joint 

probability distribution of system states 𝑠𝑙 and SHM system states 𝑚𝑘, denoted as 𝑃(𝑠𝑙, 𝑚𝑘), 

is updated using Bayes' theorem:  

 

 
𝑃(𝑠𝑙, 𝑚𝑘|𝑜𝑗) =

𝑃(𝑜𝑗|𝑠𝑙, 𝑚𝑘)𝑃(𝑠𝑙, 𝑚𝑘)

𝑃(𝑜𝑗)
 (5) 

 

The state of the SHM system is assumed to remain independent on the state of the 

structure. Consequently, the joint probability, 𝑃(𝑠𝑙, 𝑚𝑘), can be represented as the product of 

the individual probabilities, 𝑃(𝑠𝑙) and 𝑃(𝑚𝑘). This assumption holds valid when there are no 
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partial or global collapses. In this context, when the SHM outcome 𝑜𝑗 is known, the expected 

utility of an action 𝐴𝑛 is calculated as: 

 

 
𝐸[𝑢(𝐴𝑛)|𝑜𝑗] = ∑ ∑ 𝑢(𝐴𝑛, 𝑠𝑙)

𝑃(𝑜𝑗|𝑠𝑙, 𝑚𝑘)𝑃(𝑠𝑙)𝑃(𝑚𝑘)

𝑃(𝑜𝑗)

𝐾

𝑘=1

𝐿

𝑙=1

 (6) 

 

Antecedent to the observation of the SHM system's outcome, decision-makers can 

compute the expected utility associated with informed decision-making, denoted as 𝑢0,𝑀. This 

computation encompasses the comprehensive spectrum of potential SHM outcomes and their 

respective probabilities, as delineated below: 

 

 

𝑢0,𝑀 = ∑ 𝐸 [𝑢 (�̆�𝑜𝑗
) |𝑜𝑗] 𝑃(𝑜𝑗)

𝐽

𝑗=1

 (7) 

 

where �̆�𝑜𝑗
 is the optimal action in case the SHM outcome is 𝑜𝑗.  

If available, the SVT provides information about the state of SHM system. The SVT 

outcomes are modeled using a random variable 𝑐ℎ, whose realizations are typically equal to 

the number of SHM system states, i.e., 𝐻 = 𝐾. Bayesian updating is employed to revise the 

prior probabilities of the SHM system states 𝑃(𝑚𝑘) based on SVT outcomes: 

 

 
𝑃(𝑚𝑘|𝑐ℎ) =

𝑃(𝑐ℎ|𝑚𝑘)𝑃(𝑚𝑘)

𝑃(𝑐ℎ)
 (8) 

 

where 𝑃(𝑐ℎ|𝑚𝑘) is the probability of observing SVT outcome 𝑐ℎ when the SHM system is in 

state 𝑚𝑘, and 𝑃(𝑐ℎ) is the total probability of observing outcome 𝑐ℎ. Generally, the likelihood 

functions for the SVT outcome have the aspect of a confusion matrix [10]. 

Prior to observing the results of both the SHM system and the SVT, the decision-maker 

may calculate the anticipated utility associated with informed decision-making, 𝑢0,𝑀2. This 

calculation takes into account all potential outcomes for both systems, along with their 

respective probabilities, as illustrated below: 

 

 

𝑢0,𝑀2 = ∑ ∑ 𝐸 [𝑢 (�̆�𝑜𝑗𝑐ℎ
) |𝑜𝑗 , 𝑐ℎ] 𝑃(𝑜𝑗)𝑃(𝑐ℎ)

𝐽

𝑗=1

𝐻

ℎ=1

 (9) 

 

In this equation, 𝐸 [𝑢 (�̆�𝑜𝑗𝑐ℎ
) |𝑜𝑗 , 𝑐ℎ] represents the optimal action when the outcomes 𝑜𝑗 and 

𝑐ℎ have been observed. 

The comprehensive framework proposed in [10] allows for calculating the VoI associated 

with both SHM and SVT information. Namely, the VoIM measures the difference in expected 

utility between Pre-Posterior analysis (with SHM information) and Prior analysis (without 

SHM information): 
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 VoIM = 𝑢0,𝑀 − 𝑢1 (10) 
 

The term VoIM2 quantifies the value gained by incorporating additional SVT information 

alongside SHM data: 

 

 VoIM2 = 𝑢0,𝑀2 − 𝑢1 (11) 
 

The additional gain provided by the SVT, ∆VoI, considering both SHM and SVT 

information, reads: 

 

 ∆VoI = VoIM2 − VoIM = 𝑢0,𝑀2 − 𝑢0,𝑀 (12) 
 

This theoretical framework equips decision-makers with a robust methodology for 

informed decision-making in scenarios where structures and sensors are subject to 

uncertainties and potential malfunctions. It enables the integration of multiple information 

sources and quantification of their impact on utility and decision outcomes. 

3 APPLICATION 

In this section, the analyzed case study features a generic structure, e.g., a bridge, that can 

be in two states: the healthy state 𝑠1 or the damage state 𝑠2. There are two possible actions 

available: 𝐴1, which involves doing nothing, and 𝐴2, which entails interrupting the 

functionality of the structure. Table 1 presents the utilities associated with different 

combinations of actions and structural states, all of which are expressed in unitless terms.  

 

Table 1: Utility table 

 𝑠1 𝑠2 

𝐴1 0 −1 
𝐴2 −0.5 −0.5 

 

The decision maker is considering the installation of an SHM system that provides 

continuous outcomes, modeled as Normal distributions 𝑁(𝜇, 𝜎), where 𝜇 represents the mean 

value, and 𝜎 represents the standard deviation. The SHM system can be in a healthy 

condition, denoted as 𝑚1 (good condition), or in one of multiple damage conditions, denoted 

as 𝑚(𝑘>1), characterized by the presence of a drift in the SHM outcome. When the SHM 

system is functioning correctly (in state 𝑚1), the distributions follow 𝑁(1,0.1) for 𝑠1 and 

𝑁(0.7,0.1) for 𝑠2. To illustrate a "faulty" SHM system, it is assumed that a systematic error 

affects its outcome, modeled as a positive drift δ in the mean value, i.e., 𝑁(𝜇 + 𝛿, 𝜎). Both 

structure states, 𝑠1 and 𝑠2, are affected by the same values of the drift.  

Figure 1 displays the Probability Density Functions (PDFs) of the SHM outcome for 

different states of both the structure and the SHM system, which are used as likelihood 

functions. Specifically, the drift 𝛿 is assumed to range from 0 (corresponding to 𝑚1) to 1 with 

a resolution of 0.01, for a total of 𝐾 = 101 states (with 100 states affected by drift presence).  
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Figure 1: Likelihood functions 𝑃(𝑜|𝑠𝑙 , 𝑚𝑘) for (a) structural states 𝑠1 and (b) 𝑠2 for different states of the 

monitoring system.  

Additionally, besides the SHM system, the decision-maker is considering adopting a 

sensor validation tool (SVT) to identify potential faults in the SHM system. The number of 

outcomes of the SVT matches the number of states in the SHM system. The SVT provides 

perfect outcomes. Therefore, the confusion matrix related to the SVT's results consists of a 

101x101 square matrix with ones along the diagonal and zeros in other positions. 

4 RESULTS 

In the previous section, two parameters were not specified, namely the prior probabilities 

of the states of the structures and the prior probabilities of the states of the SHM system. In 

turn, the results are expressed as a function of the prior probability 𝑃(𝑠2) that the structure is 

damaged (state 𝑠2) and the prior probability 𝑃(𝑚1) that the SHM system is working correctly 

(state 𝑚1). The prior probability 𝑃(𝑠1) that the structure is undamaged (state 𝑠1) can be 

expressed as 𝑃(𝑠1) = 1 − 𝑃(𝑠2). Regarding the prior probability of the various states of the 

SHM system, it is assumed that the damage states of the SHM system 𝑚(𝑘>1) have uniform 

probability distributions, i.e., 𝑃(𝑚𝑘>1) = (1 − 𝑃(𝑚1)) (𝐾 − 1)⁄ . 
Figure 2 shows the value of the information provided by the SHM system, without 

considering the SVT outcome, VoIM. In general terms, the benefit increases when 𝑃(𝑠2) 

approaches 0.5 and for increasing values of 𝑃(𝑚1). When both 𝑃(𝑠1) and 𝑃(𝑠2) equal 0.5, 

the expected costs of the actions 𝐴1 and 𝐴2 are the same: 𝐸[𝑢(𝐴1)] = 0 ∙ 0.5 + (−1) ∙ 0.5 =
−0.5; 𝐸[𝑢(𝐴2)] = (−0.5) ∙ 0.5 + (−0.5) ∙ 0.5 = −0.5. In this scenario, the decision-maker 
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lacks clarity on the optimal course of action, underscoring the particular usefulness of 

information derived from the SHM system. Regarding the condition of the SHM system, a 

high probability that the SHM system is in state 𝑚1 corresponds to a high probability that the 

information it provides is of good quality, leading to an increase in the VoI. 

Figure 3 displays the value of the information provided by both the SHM system and the 

SVT, VoIM2. In this instance, the VoI remains constant regardless of the value of 𝑚1. This 

indicates that the presence of drift does not affect decision-making when the decision-maker 

is informed about its existence. Drift, being a systematic error, can be rectified when its 

presence is known. 

Figure 4 shows the additional VoI provided by the SVT.  

 

 
Figure 2: VoI analysis results: The value of SHM information, VoIM 

 

 
Figure 3: VoI analysis results: The value of SHM and SVT information, VoIM2  
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Figure 4: Additional VoI provided by the SVT information, VoIM2 − VoIM 

5. CONCLUSION 

Issues such as sensor drift and noise interference have the potential to compromise the 

reliability of SHM outcomes, hampering effective decision-making. Within this context, 

SVTs have been introduced to identify inconsistencies within collected data, offering valuable 

insights into data quality. Despite their potential, the practical application of SVTs remains 

limited in real-world scenarios. Recently, a novel approach that broadens the scope of VoI 

analysis to encompass the assessment of sensor data quality has been proposed. This 

framework empowers decision-makers to quantify the additional benefits gained from SVTs 

and make informed decisions in the face of data quality uncertainties.  

In previous applications of this framework, the SHM system was simplified into binary 

states: either "damaged" or "undamaged." Notably, in cases involving sensor drift, the 

determination of "damaged" relied on a predefined drift threshold. This paper focuses on a 

more complex real-world scenario where multiple states of the SHM system coexist. In this 

context, the exact magnitude of sensor drift, when it occurs, remains uncertain and is not 

predetermined. 

To illustrate the practical implications of the novel VoI framework, it is applied to a case 

study involving a generic structure. Examined scenarios relate to the VoI provided by the 

SHM system alone, by the combined information from SHM and SVT sources, and the 

additional benefit contributed by the SVT information. Results reveal that the presence of 

sensor drift does not influence decision-making when the decision-maker is informed about 

its existence. Sensor drift, being a systematic error, can be effectively corrected when its 

presence is known in advance.  

In conclusion, this research illuminates the critical relationship between data quality and 

decision-making within the context of SHM. By extending the VoI analysis to account for 

sensor data quality, particularly in scenarios marked by sensor drift, this framework equips 

decision-makers with a potent instrument to assess the benefit of SHM systems and SVTs. 

The potential outcomes extend to optimized resource allocation, ultimately culminating in 

improved infrastructure safety and economic savings.  
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