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Abstract

This paper presents a plastic-damage formulation and a new isotropic hardening law, based on the Barcelona plastic damage model initially proposed by Lubliner \textit{et al.} in 1989 [1], which is capable of predicting steel failure due to Ultra Low Cycle Fatigue (ULCF). This failure mechanism is obtained when the material is subjected to cyclic loads and breaks after applying a very low number of cycles, usually less than hundreds. The failure is driven by the plastic response of the material, and it is often predicted based on the plastic strains applied to it. The model proposed in this work has been formulated with the objective of predicting accurately the plastic behavior of the material, as well as its failure due to ULCF. This is achieved taking into account the fracture energy dissipated during the whole loading process. This approach allows the simulation of ULCF when it takes place due to regular cyclic loads or non-regular cyclic loads, as it is the case of seismic loads. Several simulations are conducted in order to show the capabilities of the formulation to reproduce the mechanical response of steel when it is subjected to monotonic, regular and non-regular cyclic loads. The formulation is finally validated comparing the numerical results with several experimental tests made on X52 steel specimens. The agreement between the numerical and experimental results assess the validity of the proposed model to predict the plastic behavior of steel and its failure due to Ultra Low Cycle Fatigue.

1 INTRODUCTION

The mechanical phenomenon known as fatigue consists in the loss of material strength, and consequent failure, due to the effect of periodic loads. Fatigue is characterized, among other
parameters, by the number of cycles, load amplitude and reversion index [2]. Material failure is produced by an inelastic behaviour, micro-cracking and crack coalescence, which lead to the final collapse of structural parts.

Fatigue phenomenon is defined more generally in the ASTM E1823 standard as: “the process of permanent, progressive and localized structural change which occurs to a material point subjected to strains and stresses of variable amplitudes which produce cracks which lead to total failure after a certain number of cycles” [3]. In this definition it is possible to include all fatigue ranges, from “Ultra Low Cycle Fatigue” (ULCF), to “Low Cycle Fatigue” (LCF) and “High Cycle Fatigue” (HCF).

While there is a general agreement that for failures in the range of $10^6$ to $10^8$ cycles the structure has failed in the high cycle fatigue range, there is not such agreement in defining the limits for low cycle and ultra low cycle fatigue. Authors such as Kanvinde and Deierlein [4] consider that LCF is found between 100s and 1000s cycles and that ULCF is in the range of 10-20 cycles; and other authors, such as Xue [5], put these limits in $10^4$ for LCF and 100 for ULCF. However, despite these discrepancies, there is a general agreement that plastic behaviour of the material plays an important role in the failure due to LCF or ULCF [6].

According to the literature review made by Yao and Munse in [7], first attempts to characterize LCF and ULCF can be attributed to Kommers who, in 1912, conducted several tests on a cantilever specimen subjected to cyclic bending. After these tests he reached the conclusion that the magnitude of deflection plays an important role in low cycle fatigue. However, main efforts to characterize the parameters driving LCF and ULCF are not found until 1950s, when numerous experimental programs were carried out to calibrate the material constants for various metals. A large amount of work is found mainly between 1955 and 1965. The experimental data was usually plotted on a log-log scale, with the abscissa representing the number of life cycles and the ordinate the plastic strain amplitude. This graph is known as the $\Delta \varepsilon^p - N$ curve. Following this approach, probably the most know, and most widely used, procedure to predict material failure under LCF and ULCF is the Manson-Coffin law ([6], [8], [9]):

$$\Delta \varepsilon^p \cdot N^{\alpha} = C$$

\(\Delta \varepsilon^p\) being the plastic strain range in the material, \(N\) the number of cycles that can be applied before ULCF and LCF failure, and \(\alpha\) and \(C\) material constants.

From this first equation proposed by Coffin and Manson, several authors have provided their own law in order to improve the accuracy on the predicted cycles before failure, especially in the Ultra Low Cycle Fatigue regime. In example, Xue [5] observed, from experimental results, that the law did not fit well in the range of very low life cycles, less than 100, so he proposed a new exponential damage rule that improved this accuracy. Kuroda [9] also provided a modification on the original Coffin-Manson law in order to predict the failure below 100 cycles. In this case the model is based on the
accumulation of damage due to three different effects: tensile straining, cyclic straining and crack propagation.

It is also interesting the approach used by Tateishi et al. [10] to simulate LCF failure. These authors use Miner’s rule to couple the effect of high cycle fatigue with the effect of low cycle fatigue, by adding a ductile damage term. This last term depends on the yield strain of the material, the rupture strain and the strain that is applied in a given cycle.

One of the main drawbacks of most of the existing formulations to characterize ULCF and LCF is that they require regular cycles to predict material failure, or they couple the effects of non-regular cycles using the Miner’s rule, which requires knowing the performance of the structure under regular cycles. However, this regularity often does not exist. An example of an ULCF failure due to an irregular cyclic load is found in the failure of structures subjected to seismic loads, where the frequency varies along time and each cycle may have different amplitudes.

An interesting approach to characterize low cycle fatigue accounting for non-regular cycles is the one proposed by Jiang et al. [11], which define an independent continuous cumulative damage function (EVICD) based on the accumulation of plastic strain energy. This formulation is based on previous models of EVICD ([12], [13] and [14]) and states that the total damage can be computed as:

\[
D = \int dD \quad \text{with} \quad dD = \zeta \cdot dW^p
\]

Being \( D \) the fatigue damage, \( W^p \) the plastic strain energy density and \( \zeta \) a function determined experimentally based on the fatigue response of the material. With this approach, the authors obtain an evolution of the fatigue damage parameter as the simulation evolves, the material failure is obtained when \( D = 1 \). In [11], the model is tested for fatigue ranges between \( 10^3 \) to \( 10^7 \) cycles, which corresponds to low and high cycle fatigue.

Another interesting approach based on damage accumulation is the one proposed by Kanvinde and Deierlein ([4], [15], and [16]). These authors, in order to account for the effects of void growth and coalescence that drive the fracture of metallic materials, propose a model that calculates the void growth and compares it with a critical value to detect material failure. This parameter is obtained experimentally. The initial formulation developed for monotonic cases (Void Growth Model - VGM [15]) is extended to cyclic loads by differentiating the void growth obtained in the tensile and compressive regions of the load cycle. Therefore, the void growth in the Cyclic Void Growth Model (CVGM) can be obtained as [16]:

\[
VGI_{cyclic} = \sum_{\text{tensile cycles}} C_1 \cdot \int_{\varepsilon_1}^{\varepsilon_2} \exp \left( -1.5 \frac{\sigma_m}{\sigma_e} \right) d\varepsilon^p +
\]

\[
+ \sum_{\text{compressive cycles}} C_2 \cdot \int_{\varepsilon_1}^{\varepsilon_2} \exp \left( -1.5 \frac{\sigma_m}{\sigma_e} \right) d\varepsilon^p < VGI_{critical_{cyclic}}
\]
This formulation, as well as the formulation proposed by Jing et al. [11], is capable to account for regular and non-regular cycles, as both formulations are based on the addition of certain quantities while the material increase its plastic strain. However, they both have the drawback of being based on a failure criterion that is completely independent of the plastic model: It is calculated as the simulation advances and, when it reaches certain level, the criterion tells the code that the material has failed.

The simulation of LCF and ULCF has also been approached using non-linear constitutive laws. This is the case of Saanouni and Abdul-Latif ([17], [18]), who propose the use of a representative volume element (RVE), and a non-linear law based on the slip theory, to account for the dislocation movement of metallic grains. Instead or a RVE, Naderi et al. [19] propose to simulate the progressive failure of a given structural element by applying random properties to the different finite elements in which it is discretized. The constitutive model used to characterize LCF failure is the one defined by Lemaitre and Chaboche in [20]. The use of a statochastic approach is also the approach used by Warhadpande et al. [21], who applied random properties to a Voronoi cell. In most of these models the damage variable is also calculated independently of the non-linear constitutive law used to simulate the material performance.

Current work proposes the use of a plastic damage model, and presents a new isotropic hardening law, to simulate Ultra Low Cycle Fatigue. The model developed is based on the Barcelona model originally formulated by Lubliner et al. ([1], [22]). Although this model was originally defined to simulate brittle materials such as concrete, here it is used with a kinematic and isotropic hardening law specifically defined for the simulation of steel. The isotropic hardening law is defined with an initial hardening region followed by a softening region. One of the main characteristics of the model is that the isotropic hardening behaviour of the material is driven by the plastic energy dissipated. The model measures the fracture energy that is dissipated as the plastic strain increases, and this energy is used to define the plastic strain level at which softening starts and finishes. The model considers that failure initiates when the plastic law reaches the softening region and the complete failure is obtained when all fracture energy of the material is dissipated.

This work proves that the proposed model it capable of simulating material failure due to Ultra Low Cycle Fatigue by its own, without the need of any other damage variable computed independently of the plastic formulation. Besides, the proposed approach not only is capable of predicting material failure for regular and non-regular cyclic loads, but it is also capable of coupling cyclic loads with monotonic loads, which allows to predict that the structure will fail sooner if the monotonic load is applied after several hysteresis cycles, than if these cycles are not applied. This capability is obtained thanks to the fact that the material failure is predicted by the plastic non-linear constitutive equation itself. Another advantage of the formulation proposed is that it is capable of using any yield and potential surfaces to characterize the material, which increases its applicability to different steel alloys.
The inelastic theory of plasticity can simulate the material behavior beyond the elastic range, taking into account the change in the strength of the material through the movement of the yield surface, representing isotropic and kinematic hardenings. It is assumed that each point of the solid follows a thermo-elastic-plastic constitutive law (stiffness hardening/softening) ([1], [23] and [24]) with the stress evolution depending on the free strain variable and plastic internal variables. The formulation presented hereafter studies the phenomenon of stiffness degradation accumulation through a plastic-damage law.

2.1 Plastic Model

Since this work is guided to mechanical problems with small elastic strains and large inelastic strains, the free energy additively hypothesis is accepted \( \psi = \psi^e + \psi^p \) ([25], [26]). The elastic \( \psi^e \) and plastic \( \psi^p \) parts of the free energy are written, in the reference configuration for a given entropy \( \eta \) and temperature \( \theta \) field, as the elastic Green strains \( E_{ij}^e = E_{ij} - E_{ij}^p - E_{ij}^\theta \), the two last variables operate as free field variables ([23], [26] and [27]). The free energy is thus written as,

\[
\psi = \psi^e(E_{ij}^e, \theta) + \psi^p(\gamma^p, \theta) = \left\{ \frac{1}{2} \mu [E_{ij}^e - C_{ijkl} E_{kl}^e] + \psi^p(\gamma^p, \theta) \right\} \cdot \theta \cdot \eta
\]  \tag{4}

Considering the second thermodynamics law (Clausius-Duhem inequality, [25], [28] and [29]), the thermo mechanical dissipation can be obtained as [26]:

\[
\frac{\dot{S}_y E_{ij}^p}{m} = \frac{\partial \psi^e}{\partial \gamma^p} \cdot \dot{\gamma}^p - \frac{1}{\partial \theta} \cdot \dot{\theta} \cdot \eta
\]  \tag{5}

The accomplishment of this dissipation condition, equation (5), demands that the expression of the stress and the entropy should be defined as (Coleman method; see [29]):

\[
S_y = m \frac{\partial \psi^e}{\partial E_{ij}^e} = C_{ijkl} \cdot E_{ij}^e, \quad \eta = -\frac{\partial \psi}{\partial \theta}
\]  \tag{6}

From the last expression is possible to obtain the general expression of the tangent constitutive tensor,

\[
C_{ijkl}^t = \frac{\partial S_y}{\partial E_{ij}^e} = m \frac{\partial^2 \psi^e}{\partial E_{ij}^e \partial E_{kl}^e}
\]  \tag{7}

where \( m \) is the material density, \( E_{ij}, E_{ij}^e, E_{ij}^h \) are the total, elastic and plastic strain tensors, respectively, \( S_{ij} \) is the stress tensor for a single material point, \( C_{ijkl} \) and \( C_{ijkl}^t \) are the initial and tangent constitutive tensors, and \( \gamma^p \) are the plastic internal variables.
2.2. Yield plastic functions

The yield function $F$ accounts for the residual strength of the material, which depends on the current stress state, the temperature and the plastic internal variable $s$. This $F$ function and the plastic potential $G$ have the following form, taking into account isotropic and kinematic plastic hardening (Bauschinger effect; [20], [30] and [31]),

$$
F(S_y, \alpha^p, \theta) = f(S_y - \alpha_y) - K(S_y, \kappa^p, \theta) \leq 0
$$

$$
G(S_y, \alpha^p, \theta) = g(S_y - \alpha_y) = \text{cte}
$$

where $f(S_y - \alpha_y)$ and $g(S_y - \alpha_y)$ are the uniaxial equivalent stress functions depending on the current value of the stresses, $S_y$, and the kinematic plastic hardening internal variable, $\alpha_y$; $K(S_y, \kappa^p, \theta)$ is the plastic strength threshold, $\kappa^p$ is the plastic isotropic hardening internal variable, and $\theta$ is the temperature at current time $t$ ([1], [23] and [24]).

The evolution law for the plastic strain is obtained from the evolution of the plastic potential as,

$$
\dot{\varepsilon}_y^p = \lambda \frac{\partial G^p}{\partial S^p}
$$

Being $\lambda$ the plastic consistency parameter. We will talk of associated plasticity when the plastic potential is the same as the plastic yield function.

2.3 Kinematic Hardening

Kinematic hardening accounts for a translation of the yield function and allows the representation of the Bauschinger effect in the case of cyclic loading. A two dimensional representation of this movement in the $S_1 - S_2$ plane is shown in the following figure:

![Figure 1. Translation of the yield surface result of kinematic hardening](image)

This translation is driven by the kinematic hardening internal variable $\alpha_y$ which, in a general case, varies proportionally to the plastic strain of the material point ([20], [32]). There are several laws that
define the evolution of this parameter. Current work uses a non-linear kinematic hardening law, which can be written as:

\[ \dot{\alpha}_y = c_k \dot{E}_y^p - d_k \alpha_y \dot{p} \]  

(10)

Where \( c_k \) and \( d_k \) are material constants, \( E_y^p \) is the plastic strain, and \( \dot{p} \) is the increment of accumulated plastic strain, which can be computed as: 

\[ \dot{p} = \sqrt{2/3 \cdot \dot{E}_y^p \cdot \dot{E}_y^p} \]. Note that the 2/3 is valid in case of using Von-Mises as the actual yield surface. In other cases, this value should be modified.

2.4 Isotropic Hardening

Isotropic hardening provides an expansion or a contraction of the yield surface. The expansion corresponds to a hardening behaviour and the contraction to a softening behavior. In the following figure is depicted a two dimensional representation of this effect in the \( S_1 - S_2 \) plane:

The evolution of isotropic hardening is controlled by the evolution of the plastic hardening function \( K \), which is often defined by an internal variable \( \kappa^p \). The rate equation for these two functions may be defined, respectively:

\[ \dot{K} = \dot{\lambda} \cdot H_k = h_k \cdot \dot{\kappa}^p \]  

(11)

\[ \dot{\kappa}^p = \dot{\lambda} \cdot H_k = \dot{\lambda} \left[ h_k \cdot \frac{\partial G}{\partial S} \right] = h_k \cdot \dot{E}^p \]

where \( k \) denotes scalar and \( k \) states for a tensor function. Depending on the functions defined to characterize these two parameters different solid performances can be obtained. A new function to characterize metallic materials is proposed in this work and described in section 3 of this document.

2.5. Stress-strain relation and consistency factor

Once the material has exceeded its yield threshold stress, the stress-strain relation is defined by the tangent stiffness matrix. The expression of this matrix, as well as the expression of the plastic
consistency parameter can be obtained from the plastic yield criterion and the Prager consistency condition [32]:

\[
F(S_y, \alpha^p, \theta) = \frac{\partial F}{\partial S} (S_y - \alpha_y) - K(S_y, \kappa^p, \theta) = 0
\]

\[
\dot{\alpha} = \frac{\partial F}{\partial \alpha} \dot{\tilde{S}} + \frac{\partial F}{\partial K} \dot{\tilde{K}} = 0
\]  

(12)

Using previous expressions, it is possible to rewrite equation (12) as:

\[
\frac{\partial F}{\partial S} : C (\dot{\tilde{E}} - \dot{\tilde{E}}^p) + \frac{\partial F}{\partial \alpha} : (d_k \dot{\alpha}_y \dot{p} - d_k \alpha_y \dot{p}) - h_k (h_k : \dot{\tilde{E}}^p) = 0
\]  

(13)

From this expression it is possible to obtain the consistency factor using equation (9):

\[
\frac{\partial F}{\partial S} : C \dot{\tilde{E}} - \frac{\partial F}{\partial \alpha} : (d_k \alpha_y \dot{p}) - \lambda \left[ \frac{\partial F}{\partial S} : C - c_k \frac{\partial F}{\partial \alpha} : \frac{\partial G}{\partial S} + h_k : \frac{\partial G}{\partial S} \right] = 0
\]  

(14)

Therefore:

\[
\dot{\tilde{S}} = C' : \dot{\tilde{E}}
\]  

(16)

The tangent stiffness tensor relates the total strain rate to the stress rate:

\[
C' = C - \frac{\partial F}{\partial S} : \left[ C : \frac{\partial G}{\partial S} \right] \otimes \left[ \frac{\partial F}{\partial S} : C \right] - c_k \frac{\partial F}{\partial \alpha} : \frac{\partial G}{\partial S} + h_k : \frac{\partial G}{\partial S}
\]  

(17)

It has to be noted that expression (17) has been obtained disregarding the non-linear term of kinematic hardening. Despite having a first approximation of the analytical expression that provides the tangent stiffness tensor, in many occasions the calculation of the partial derivatives of the yield and potential functions is not straightforward. In those cases, a numerical derivation can be performed. This procedure, although expensive, provide an accurate approximation that improves the global convergence of the problem. An efficient procedure to conduct this numerical derivation, as well as the advantages obtained with it, are shown in [33]. A detailed description of the integration procedure of the constitutive equations can be found in references [26] and [32].
3 NEW ISOTROPIC HARDENING LAW

Equation (11) allows the incorporation of different hardening laws to describe the material performance. In the Barcelona model defined in [1], the laws defined are driven by the fracture energy of the material. This work presents a new law, specially developed for steel materials, that has been designed to reproduce their hardening and softening performance under monotonic and cyclic loading conditions. This law also depends on the fracture energy of the material.

3.1 Fracture Energy

Classical fracture mechanics defines the fracture energy of a material as the energy that has to be dissipated to open a fracture in a unitary area of the material. This energy is defined as:

$$ G_f = \frac{W_f}{A_f} \quad (18) $$

where \( W_f \) is the energy dissipated by the fracture at the end of the process and \( A_f \) is the area of the surface fractured. The total fracture energy dissipated, \( W_f \), in the fracture process can be used to define a fracture energy by unit volume, \( g_f \), required in a continuum mechanics formulation:

$$ g_f = \frac{W_f}{V_f} = \frac{W_f}{A_f \cdot l_f} = \frac{G_f}{l_f} \quad (19) $$

This last equation allows establishing the relation between the fracture energy defined as a material property, \( G_f \), and the maximum energy per unit volume:

$$ g_f = \frac{W_f}{V_f} = \frac{W_f}{A_f \cdot l_f} = \frac{G_f}{l_f} \quad (20) $$

Thus, the fracture energy per unit volume is obtained as the fracture energy of the material divided by the fracture length. This fracture length corresponds to the distance, perpendicular to the fracture area, in which this fracture propagates.

In a real section, this length tends to be infinitesimal. However, in a finite element simulation, in which continuum mechanics is applied to a discrete medium, this length corresponds to the smallest value in which the structure is discretized: the length represented by a gauss point.

Therefore, in order to have a finite element formulation consistent and mesh independent, it is necessary to define the hardening law in function of the fracture energy per unit volume ([1], [24],...
This value is obtained from the fracture energy of the material, $G_f$, and the size of the finite element in which the structure is discretized.

### 3.2 Hardening Function and Hardening Internal Variable

The hardening function defines the stress of the material when it is in the non-linear range. There are many possible definitions that can be used for this function fulfilling equation (11). Among them, here it is proposed to use a function that describes the evolution of an equivalent uniaxial stress state, like the one shown in Figure 3.

This equivalent stress state shown in Figure 3 has been defined to match the uniaxial stress evolution described by most metallic materials. After reaching the yield stress, the curve is divided in two different regions. The first region is defined by curve fitting from a given set of equivalent stress-equivalent strain points. The curve used to fit the points is a polynomial of any given order defined using the least squares method. The data given to define this region is expected to provide an increasing function, in order to obtain a good performance of the formulation when performing cyclic analysis.

The second region is defined with an exponential function to simulate softening. The function starts with a null slope that becomes negative as the equivalent plastic strains increase. The exact geometry of this last region depends on the fracture energy of the material. The adjustment of this exponential softening to experimental results is usually very difficult, as the stress drop is very fast and experimental tests cannot capture it. Therefore, its definition will be done just to obtain a more or less steep slope. The selection of an exponential function instead of a straight line or a polynomial is made because the exponential function provides a response that facilitates the numerical convergence.

It has to be noted that the initial plateau that is usually found in monotonic stress-strain graphs of carbon steels is not represented in the stress evolution proposed in this model and, therefore, it is not shown in Figure 3. This is because the definition of this region will lead to inaccurate results when performing cyclic simulations of the material.
The hardening internal variable, $\kappa^p$, accounts for the evolution of the plastic hardening function, $K$. In current formulation $\kappa^p$ is defined as a normalized scalar parameter that takes into account the amount of volumetric fracture energy dissipated by the material in the actual strain-stress state. This is:

$$\kappa^p = \frac{1}{g_f} \int_{t=0}^{t} S : \dot{E}^p dt$$  \hspace{1cm} (21)

Figure 4 shows shaded in green the volumetric fracture energy required by a uniaxial material, for a given plastic strain $E^p$. The hardening internal variable defined in (21) is calculated normalizing this fracture energy by the total fracture energy of the system, $g_f$, which corresponds to the total area below the curve $S^\equiv(E^p)$, shaded with grey lines.

Using the definition of the hardening internal variable defined in equation (21), it is possible to define the expression of the hardening function as:

$$K = S^\equiv(\kappa^p)$$  \hspace{1cm} (22)

It can be easily proven that the hardening function and internal variable defined in equations (21) and (22) fulfill the rate equations (11). The $h_k$ and $\dot{h}_k$ functions defined in expression (11) become:

$$h_k = \frac{\partial S^\equiv}{\partial \kappa^p}$$  \hspace{1cm} (23)

$$\dot{h}_k = \frac{S}{g_f}$$

### 3.3 Expressions of the hardening function

In this section the exact numerical expressions used to define the new hardening law presented in this work are provided. This law is characterized with two different functions, each one defining the evolution of the equivalent stress in each region in which the equivalent stress performance is divided (see Figure 3).
**Region 1: Curve fitting with polynomial**

The first region is characterized with a polynomial defined by curved fitting from a given experimental data. Among the different available methods that can be used to define this polynomial, here is proposed to use the least squares method due its simplicity, computational cost, and good performance provided. The resultant relation between the stress and plastic strain in this region is:

\[
S^{eq}(E^p) = a_0 + \sum_{i=1}^{N} a_i \left(E^p_i\right)
\]  

with \( N \) the order of the polynomial.

The volume fracture energy that is dissipated in this region can be obtained calculating the area below the \( S^{eq} - E^p \) graph. This calculation provides the following value:

\[
g_{11} = \sum_{i=1}^{N+1} a_i \left(E^p_i\right) - \left(E^p_1\right)
\]  

being \( E^p_1 \) and \( E^p_2 \) the initial and final plastic strain values, respectively, that delimit the polynomial function region.

Although the equivalent plastic stress should depend on the plastic internal variable \( \kappa^p \), in a cyclic simulation with isotropic hardening this approach will produce hysteresis loops with increasing stress amplitude (for a fixed strain amplitude). For this reason, current formulation calculates the equivalent plastic stress using the value of the equivalent plastic strain, which is obtained as:

\[
E^p = \frac{S : E^p}{f(S)}
\]  

with \( f(S) \) defined by the yield surface used to simulate the material, as it is shown in equation (8).

Finally, the derivative of the hardening function can be calculated with the following expression:

\[
\frac{dS^{eq}}{d\kappa^p} = \frac{dS^{eq}}{dE^p} \cdot \frac{dE^p}{d\kappa^p} = g_{11} \cdot \sum_{i=1}^{N+1} a_i \left(E^p_i\right)^{-1}
\]  

Expression (27) is valid for values of \( \kappa^p \) that are comprehended between \( \kappa^p_1 = 0 \) and \( \kappa^p_2 = g_{11} / g_{11} \). The value of the upper limit of the internal variable shows that it is necessary to define a value for the volumetric fracture energy of the material larger than \( g_{11} \). If the value defined is lower, the material will not be able to reach its ultimate stress as this will imply having a fracture internal variable larger than 1.0.
**Region 2: Exponential softening**

When the plastic internal variable reaches the volumetric plastic energy available for the first region, \( \kappa^p = \kappa^p_2 \), isotropic hardening follows region two. The function that defines this new region is defined with the following parameters:

1. The initial equivalent stress value is defined by the equivalent stress reached in the first region \( (S^eq_2) \). This value can be the one defined in the material characterization or can be a lower value if there has been some plastic energy dissipation in a cyclic process. In this last case, the stress value has to be obtained from previous region.
2. The initial slope of the function is zero.
3. The volumetric fracture energy dissipated in this region is the remaining energy in the material:

\[
g_{12} = g_1 - g_{r1}
\]

With these considerations in mind, the resultant equation that relates the equivalent stress with the plastic strain is:

\[
S^eq(E^p) = S^eq_2 \left[ 2 \cdot e^{-b (E^p - E_1^p)} - e^{-2b (E^p - E_1^p)} \right]
\]

(28)

where \( b = \frac{3 \cdot S^eq_2}{2 \cdot g_{12}} \)

The expression of the equivalent stress as a function of the hardening variable is obtained combining equations (28) and (21), resulting:

\[
S^eq(\kappa^p) = S^eq_2 \cdot \chi \cdot (2 - \chi)
\]

(29)

being, \( \chi = \sqrt{\frac{(\kappa^b - \kappa^p_2) \cdot 2b \cdot g_{1}}{S^eq_2}} + 1 \)

And the derivative of the hardening function is:

\[
\frac{dS^eq}{d\kappa^p} = 2b \cdot g_{1} \left( \frac{1}{\chi} - 1 \right)
\]

(30)
4 VALIDATION OF THE PROPOSED FORMULATION

In the following, the results obtained from several simulations conducted to validate the formulation previously presented are included. This validation has been done comparing the numerical results with some of the experimental results obtained in the framework of the Ultra Low Cycle Fatigue Project ([35], [36]).

4.1 Description of the experimental tests

Monotonic and cyclic tests were performed in a close-loop servo-hydraulic machine, INSTRON 8801, rated to 100 kN. The tests were performed at room-temperature in air. The fatigue tests were conducted under constant strain amplitudes and with a frequency adjusted to result an average strain rate of 0.008 s⁻¹. The longitudinal strain was measured using a clip gauge with limit displacements of ±2.5 mm with a gauge length of 12.5 mm (INSTRON 2620-602). This extensometer was also used in two monotonic tensile tests allowing the registration of the longitudinal strains until approximately 17%.

All tested specimens were machined according the longitudinal direction of 6" pipes made of X52 steel. The dimensions of the specimens are in accordance with the ASTM E606 standard, as illustrated in Figure 5. The shown specimen corresponds to the SP series. The side faces of the specimens were milled and finished in order to remove the circumferential pipe curvature as well as surface imperfections. In order to achieve larger strain values in the specimen some of them where machined in order to reduce their section in their middle. This is the case of the OH specimen, shown in Figure 6, in which the geometry is modified with an oval hole in its center. The experimental results obtained for this specimen have been also used to validate the model performance.

![Figure 5. Dimensions, in millimeters, of the SP specimen](image)

![Figure 6. Dimensions, in millimeters, of the OH specimen](image)
4.2 Description of the numerical models

Two different numerical models have been defined, one for each experimental specimen. Figure 7 shows the meshes of both models. The SP model is made with 1608 quadratic hexahedral elements and 8839 nodes. It has three elements along its thickness and 563 elements in the face shown in Figure 7 (YZ). The OH model has 3080 quadratic hexahedral elements and 15460 nodes. It has five elements along the thickness and 616 elements in the YZ face. This second model requires nearly doubling the number of elements because the element size has to be significantly smaller around the hole for its correct simulation.

As boundary conditions, the left border of the model has the displacement fixed to zero in all its directions, while the right border is moved with an imposed displacement in the sample longitudinal direction. The reaction force is obtained as a result of the numerical analysis.

All samples analyzed are defined with the same plastic material, defined with an associated plasticity and Von-Mises as yield law. The material properties are obtained with the calibration process that is described in the following section. All the material properties required by the model are displayed in Table 1. A parameter of this table that may seem surprising is the value of the yield stress, which is lower than the one expected for an X52 steel. This value is required because, if the yield stress is defined with a higher value, the kinematic hardening parameters lead to stress values too high in the hysteresis cycles. As the purpose of the model is the simulation of ULCF, which requires large plastic strain values, the requirement of defining a lower yield stress is not considered a major drawback.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young Modulus</td>
<td>180 GPa</td>
<td></td>
</tr>
<tr>
<td>Poisson Ratio</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>Yield Stress ($\sigma_y^{eq}$)</td>
<td>240 MPa</td>
<td></td>
</tr>
<tr>
<td>Plastic Strain threshold ($E_p^{pl}$)</td>
<td>13 %</td>
<td></td>
</tr>
<tr>
<td>$c1$ kinematic hardening param.</td>
<td>60 GPa</td>
<td></td>
</tr>
<tr>
<td>$d1$ kinematic hardening param.</td>
<td>280</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Mechanical properties of steel X52
The hardening region is defined with a polynomial of order five which is computed with the least squares method using available the experimental data. The constants of this polynomial, following notation shown in equation (24), are shown in Table 2. In order to define the polynomial constants, it has been necessary to take into account that the effects of the kinematic and the isotropic hardening laws are coupled. This implies that the definition of the first region of isotropic hardening cannot be obtained from the experimental curve straightforward, as this curve does not take into account the displacement of the yield surface due to the kinematic hardening law.

Table 2. Polynomial constants used to describe the hardening region of X52 material

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>2.4000E+08</td>
</tr>
<tr>
<td>$a_1$</td>
<td>8.0084E+07</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-1.1143E+08</td>
</tr>
<tr>
<td>$a_3$</td>
<td>8.7400E+07</td>
</tr>
<tr>
<td>$a_4$</td>
<td>-3.0507E+07</td>
</tr>
<tr>
<td>$a_5$</td>
<td>3.9073E+06</td>
</tr>
</tbody>
</table>

4.3 Calibration of the numerical model

The material data previously exposed has been obtained by model calibration. This is, adjusting the different parameters required by the model to obtain a good fitting with one of the experimental results available. For current case, the experimental results considered are those of the specimen loaded with an imposed strain range of 2.75%.

The results used to conduct the material calibration are the equivalent stress-equivalent strain graph obtained from the experimental test. The stress is computed as the total force applied to the specimen divided by the area of the cross section. The strains are computed dividing the measured displacement of the clipped gauge by the length of the gauge. In the numerical model these two parameters were calculated following the same procedure, using the red nodes depicted in Figure 7.

The initial material parameters used in the calibration process are ones commonly found in literature and the polynomial constants correspond to the ones obtained by curve fitting of the experimental results, ignoring the effect of kinematic hardening. Based on the strain-stress graph obtained with these first values, the different parameters shown in Table 1 and Table 2 have been modified until obtaining a numerical result that fits the experimental results.

Figure 8 shows the stress-strain graph provided by the two experimental samples tested and by the numerical model, which uses the material parameters obtained from the calibration process and described in Table 1 and in Table 2. As it can be seen, the agreement in the cyclic behavior of the
numerical and experimental samples is rather good. This agreement is not achieved in the first loading cycle, as the model developed is not prepared to reproduce the initial plateau defined by the material. However, this disagreement is not considered relevant, as the model has been developed thinking on the cyclic behavior and the evolution of plastic response for larger plastic strain values, found beyond this initial plateau.

Figure 8. Stress-strain graphs for the SP sample with an applied deformation range of 2.75%

The fitting of the stress-strain graph allows defining all material parameters except the fracture energy of the material and the equivalent plastic strain value at which softening is expected to start ($E_2^{p}$). These two parameters have been defined to match the number of cycles that can be applied to the specimen before it fails. In the experimental campaign, the first specimen failed after 150 cycles, and the second specimen failed after 103 cycles. With these results, an initial value of $E_2^{p} = 13\%$, as the maximum hardening strain has been defined. Afterwards, the parameter of the material fracture energy, $G_f$, is modified until finding a value that predicts the failure of the numerical test after 128 cycles. These values are shown in Table 1 and used in the numerical simulations. Material failure is found when some gauss points reach a plastic damage value close to one. At this stage the numerical analysis cannot reach convergence and the specimen can be considered to be completely broken. In current simulation, the convergence is lost for a $\alpha^p$ value close to 0.9, as it is shown in Figure 9, where the value of plastic damage is represented in the last tensile and compressive stages.

Figure 9. Values of $\alpha^p$ for the SP sample with an applied deformation range of 2.75%, when applying the maximum tensile and compression strain before ULCF failure. Deformation is magnified by 20.
The mechanical performance of the numerical specimen along the simulation is shown in Figure 10, where the stress-strain loops for different cycles are represented. This picture shows that the effect of material softening in the specimen consists in a reduction of the equivalent stress obtained as the number of cycles applied to the specimen increase. The figure shows that softening has already started in cycle 60, although the difference between the first loop and loop 60 is very small. In further cycles, the effect of softening becomes more visible, until material failure in cycle 128, where the reduction of equivalent stress is close to a 20%. Figure 9 also shows that the strain amplitude increases with the number of cycles applied to the specimen. This increase is obtained because equivalent strain is calculated as the relative displacement of two given nodes (red dots in Figure 7), divided by the original length between both nodes, and does not take into account that it is modified due to the plastic deformations existing in the whole specimen.

![Figure 10. Evolution of the stress strain graph for different cycles of the SP numerical analysis.](image)

The results shown with the calibration model prove that the constitutive law proposed can be adjusted to any given stress-strain law by adjusting properly the material parameters. The calibration model has also been used to show the numerical and mechanical performance of the formulation developed. The prediction capacity of the model will be shown in further simulations, in which the material parameters are fixed and are used to analyze different specimens and load cases.

### 4.4 Validation of the developed theory

After having calibrated the material parameters, the rest of experimental tests available have been simulated in order to compare the ULCF failure prediction made by the numerical model with the results obtained from the experimental campaign. The constitutive model proposed in this work will succeed if it is capable of representing accurately the equivalent stress-strain graphs for the different deformation ranges tested experimentally and, even more important, if it is capable of predicting the number of cycles that can be applied to the specimen before its failure.
Figure 11 shows the stress-strain graph corresponding to the experimental and numerical sample with an applied equivalent strain of 4%. In order to achieve this strain value, and to avoid the buckling of the specimen, the experimental test is conducted only on the positive strain region and with an antibuckling device. As can be seen, the experimental and the numerical results are in good agreement of the cyclic region of the curve. So, with this example it is proved that the model is capable of reproducing large strain values and non-symmetric cyclic patterns.

Figure 11. Stress-strain graphs for the SP sample with an applied deformation range of 4.00%

Finally, Figure 12 compares the stress-strain experimental-numerical results obtained for one of the OH samples. The stress value for the OH samples is computed with the same procedure used for the SP samples, dividing the total force applied by the area of the cross section where the notch is found and the strain value is obtained dividing the clip gauge described in section 5.1. In this case, the numerical result prediction falls a bit shorter in terms of equivalent stress when compared to the experimental test. However, a closer look to the experimental curve shows that in the first loading branch the experimental and numerical tests match perfectly, and it is in further cycles that the experimental test provides larger equivalent stress values. This difference between cycles in the experimental test may be due to some sort of hardening around the notch, which cannot be captured by the proposed model. Despite this difference, results are considered similar enough to validate the material parameters defined in the numerical model calibration.
Once having proved that the developed formulation is capable of reproducing quite accurately the mechanical response obtained with the experimental samples, the following step is to verify if the formulation is capable of predicting the failure of the specimens due to Ultra Low Cycle Fatigue. This validation is performed counting the number of cycles that can be applied to the numerical model before its failure. The numerical model is considered that fails when the convergence of the analysis is lost. This occurs when some gauss points reach a $\kappa^p$ value close to 1.0. The number of cycles applied to the numerical model are compared with the cycles obtained in the experimental campaign.

Figure 13 shows the results obtained for the SP samples. Results with reversion strain factor of –1 and of 0 are plotted together because the reversion factor does not play a significant role in the material response to ULCF. This figure shows that the number of cycles to failure predicted by the numerical simulation are in very good agreement with the number of cycles obtained in the experimental campaign. The only value that is not contained between the experimental results is the one corresponding to an applied strain range of 3.5%. However, the value provided by the numerical simulation looks more coherent than the one obtained with the experimental test, as the number of cycles obtained in the experimental test is larger than the one obtained for an applied strain range of 2.75%.
The results obtained for the OH samples are shown in Figure 14. For these samples the experimental test was conducted in just one specimen for each strain value, therefore there is no possibility to know the scatter expected in the experimental tests. However, the number of cycles predicted by the formulation is, for all strains, in the same order of magnitude than the experimental results obtained. Therefore, it can be concluded that the formulation is, again, capable of predicting accurately the ULCF failure of the OH specimens.

It is important to remark that the material properties used for all numerical simulations are exactly the same. Therefore, the variation in the prediction of the number of cycles that can be applied to any of the specimens considered is result of the energy dissipated in each case. The agreement obtained in all cases, independently of the reversion factor or the stress concentrations due to the existing hole (OH sample) allows considering the approach used to characterize ULCF failure an excellent option. Moreover the formulation allows to conduct simulations in which the cycles can be non-regular, with varying amplitude and frequency, in which there can be sustained monotonic loads between cycles or, in general, in which the load applied is not a regular one. This capability is not offered by any other formulation available.
4.5 Advantages of the approach proposed

Previous results have shown that the proposed constitutive model is capable of predicting material failure after applying several cycles to the material. However, this prediction capability does not present a major advantage compared to other approaches such as the Coffin-Manson rule, or any other analytical expression capable of defining the maximum number of cycles that can be applied for a given plastic strain.

The main advantage of the proposed approach is that the prediction of ULCF failure does not depend on the applied plastic strain, but on the energy dissipated during the cyclic process. Therefore, it is possible to vary the plastic strain in the cycles applied to the structure and the constitutive model will be still capable of predicting the material failure.

This is proved in the following example, where an irregular load, in frequency and amplitude, is applied to the SP sample defined in section 4.2 and used to validate the formulation. The load defined is depicted in Figure 15a. This load is applied as a fixed displacement following the same procedure used for the SP sample. The stress strain graph obtained from the numerical model is plotted Figure 15b. As can be seen, the applied load produces several loops, each one with a different plastic strain.

The model is capable of capturing the energy dissipated in each one of these loops and, therefore, to evaluate the energy available in the material after having applied the load, which is equivalent to the residual strength of the material. It is also possible to repeat several times the irregular load, shown in Figure 15a, to study the number of repetitions that are required to reach material failure. Figure 16b shows the stress-strain response of the material after 10 cycles (Figure 16a). At this point, there are some points in the model that have lost most of their fracture strength and specimen failure occurs. As occurred with the SP model, this simulation also shows some lateral displacement on the equivalent strains due to the plastic strains suffered by the whole specimen.
CONCLUSIONS

This work has presented a new plastic-damage formulation specially developed to simulate the mechanical response of steel, and its failure due to Ultra Low Cycle Fatigue (ULCF). The formulation is based on the Barcelona plastic model initially proposed by Lubliner et al. [1], which has been improved adding a non-linear kinematic hardening law coupled with a new isotropic hardening law. The isotropic hardening law is divided in two regions. In the first one the steels presents a hardening behavior, this region is defined by several points that have to be obtained from experimental tests. And, in the second region, the steel presents a softening behavior, which is defined with an exponential law. The evolution of the material in these two regions is driven by the fracture energy that can be dissipated by the material.

This approach allows predicting material failure by the constitutive model on its own, without the need of additional parameters or additional laws specially chosen for the failure criteria that wants to be simulated. Therefore, with the proposed formulation it is possible to simulate accurately the mechanical response of steel under different loading scenarios, such as monotonic, regular cyclic, cyclic followed by a monotonic or a random cyclic load. This last case is equivalent to the load that will be obtained in a seismic case, where ULCF may be one of the main causes of structural failure. Several numerical analyses have been performed in order to show the behavior of the formulation under the different loading scenarios mentioned.

The capacity of the formulation to simulate accurately the ULCF phenomenon has been proved reproducing different experimental tests made on X52 steel samples. The experimental campaign consisted in loading several specimens with different strain amplitudes. Tests were also performed to notched specimens in order to increase the plastic strain and reduce the number of cycles that could be applied before failure. One of the experimental tests has been used to calibrate the material parameters of the model; afterwards all other samples have been reproduced numerically. All the numerical results obtained with the proposed constitutive model have provided an excellent
agreement with the experimental tests, proving the validity of the proposed formulation to simulate the plastic response of steel and its failure due to Ultra Low Cycle Fatigue.
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