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#### Abstract

In this paper, we consider the problem of finding itineraries in bus networks under multiple independent optimization criteria, namely arrival time at destination and number of transfers. It is also allowed to walk from one stop to another if the two stops are located within a small distance. A time-dependent model is proposed to solve this problem. While focusing on the network where the size of the Pareto set in the multi-criteria shortest path problem might grow exponentially, we develop an efficient algorithm with its speed-up techniques. An evaluation on the qualities of found paths and the empirical results of different implementations are given. The results show that the allowance of walking shortcuts between nearby stops gives a better route planning.
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## 1 Introduction

Route planning becomes essential for bus users when the size of the timetable gets larger. A manual planning is mainly based on individual experience and is hardly optimal. Therefore, the planning should be done automatically and in an algorithmic way. The user then makes a query that consists of a source bus stop (or stop) $A$, a destination stop $B$ and a departure time $t_{A}$ at $A$. The system answers with the optimal route planning to reach $B$ under the optimization of multi-criteria, namely arrival time at $B$ and number of transfers. Tradeoffs of the multi-criteria optimization is that the improvement of one criterion comes at the expense of decreasing other criteria. For instance, the planning with an earlier arrival time at destination might have a greater number of transfers, whereas the one with a smallest number of transfers might have a later arrival time at destination. A set of Pareto-optimal paths [11] then allows to focus on important tradeoffs without considering the full range of all possible values of criteria. The multi-criteria route planning problem in the bus network then can be solved by transforming the problem to a multi-criteria shortest path problem in a graph model.

[^0]The multi-criteria shortest path problem is an extension of the classical shortest path problem. The problem aims to find a set of non-dominated (Paretooptimal) paths (Pareto set) from a source vertex to a destination vertex under multiple criteria. A path $p$ dominates a path $q$ iff $p$ 's weight is less than or equal $q$ 's weight in all criteria and one of the inequalities is strict. A path is called Pareto-optimal if it is not dominated by any other paths. The standard way to find the Pareto set in a non-negative weighted graph is labelling algorithm. The algorithm keeps candidate paths which can be further expanded in a priority queue of labels. Labelling algorithm is distinguished by the order paths are extracted from the queue and the policy for the expansion at each vertex. In particular, label setting method 10|11|15] chooses paths in a lexicographical order. Given two path $p$ and $q$ with $p$ 's weight vector $\left(x_{p}, y_{p}\right)$ and $q$ 's weight vector $\left(x_{q}, y_{q}\right)$ respectively, $p$ is lexicographically less than $q$ iff $x_{p}<x_{q}$ or $\left(x_{p}=x_{q}\right.$ and $\left.y_{p} \leq y_{q}\right)$. Lexicographical ordering assures that established paths are the Pareto-optimal paths [11. On the other hand, label correcting method 911|2|13] extracts paths in the FIFO order or the minimum weighted sum aggregate order, the chosen paths might be dominated by other paths later. As a result, the established paths which contain the chosen path have to be corrected. Regarding the expansion policy, it is either label-selection [10]11|14] or vertex-selection [912]. In label-selection policy, labels belonging to a particular vertex is treated separately. That means there is only one path expanded at each time for each outgoing arc. In contrast, vertex-selection policy extracts all paths which have a same destination vertex from the queue at the same time and then expands all of them for each outgoing arc.

As for the graph model, there are two main approaches: time-expanded [23], and time-dependent 4|516]. Hannemann and Schulz [1] gave a great survey on these models. In time-expanded approach, a static weighted graph is used to model time events (departure/arrival pairs) in the timetable. Schulz et al. [2] used the model to solve the simplified version of railway system problem. Hannemann et al. [3] then extended the simplified model with the involvement of ticket cost, and number of transfers as well as traffic days. In time-dependent approach, weights of arcs in the arc set $E$ are determined by function $f: E \times T \rightarrow T$, with time set $T$ in the timetable. Time-dependent model was first proposed by Brodal and Jacob [4]. The aim of their study is to propose a more effective model in comparison with the time-expanded model in [2]. Brodal and Jacob argued that in the simplified case where transfer from a train to another is not specified, Dijkstra's algorithm [16] considers many redundant arcs in the time-expanded graph. Pyrga et al. [5] then proposed an extended model which allows transfers between trains, and then they improved their model with the involvement of traffic days in [8]. Disser et al. [6] extend the model in [8] by introducing the criterion of "reliability of transfers" which presents the probability of catching all trains of the planing.

In this paper, we formulate a multi-criteria route planning problem in a bus network as a multi-criteria shortest path problem. A time-dependent model and a labelling algorithm with its speed-up techniques are then proposed to solve
the problem. Our proposed model allows the possible transfer between nearby stops that are within a walking distance. Empirical results are therefore evaluated and presented using Ho Chi Minh City (HCMC) bus network. From the obtained results, we also discuss about the quality of the route planning when users are able to walk between stops. The remaining of the paper is organised as follows. In Section 2, we present how the bus network is modelled. The algorithm and speed-up techniques then are proposed in Section 3. The experimental studies are given in Section 4. Finally, the conclusion is presented in Section 5

## 2 Route Planning Problem

### 2.1 Bus System

Generally, a bus system is formulated by $\mathfrak{I}=(N, R, T, T T)$ in which

- $N=(S, C)$ is a directed graph that presents the bus stop network where the vertex set $S$ is a set of stops, and the arc set $C \subseteq S^{2}$ is a set of stop connections.
$-R$ is a set of routes. For each route $x \in R$, let $S_{x}$ and $C_{x} \subseteq S_{x}^{2}$ be a set of stops and a set of connections of route $x$ such that $S=\bigcup_{x \in R} S_{x}$ and $C=\bigcup_{x \in R} C_{x}$. A route $x \in R$ is defined by an acyclic path $x=\left\langle s_{1}, s_{2}, \ldots, s_{k}\right\rangle$ on graph $N$ with $\left(s_{i}, s_{i+1}\right) \in C_{x}, \forall i \in\{1, \ldots, k-1\}$. Route $x$ means there are a set of buses starting their route from the stop $s_{1}$, then visiting consecutively $s_{2}, \ldots, s_{k-1}$ and finishing at $s_{k}$.
$-T \subset \mathbb{Z}^{+}$is a set of time points appearing in the timetable. $T$ depends on the period the timetable is considered, daily or weekly.
- TT is the timetable. The timetable TT consists of elements $c$ which has the form $c=\left(Z, S_{d}, S_{a}, t_{d}, t_{a}\right)$. An element $c$ then means there is a bus running on route $Z(c)$ which departs from stop $S_{d}(c)$ at time $t_{d}(c)$, and then arrives at stop $S_{a}(c)$ at time $t_{a}(c)$ in the timetable $T T$. For each $c \in T T, c$ has the following constraints: $Z(c) \in R ; S_{d}(c), S_{a}(c) \in S_{Z(c)} ; t_{d}(c), t_{a}(c) \in T$; $t_{a}(c) \geq t_{d}(c)$.


### 2.2 Time-Dependent Model

The problem based on time-expanded model is simpler to model [2], but needs a higher space consumption due to the graph model structure 4. Empirical results also show that time-dependent model gives a better performance in running time 778 . In this paper, we propose a time-dependent model which is extended from the model in [5], but allows walking between nearby stops. The idea of the extension is that arcs which model the walking shortcuts are introduced. Let $G=(V, E)$ be the directed graph that models the bus system $\mathfrak{I}$, and let $\xi: V \rightarrow S$ define the injective function mapping a vertex $u \in V$ to a stop $A \in S$. The graph $G$ is constructed by the following steps:

1. Let $G_{R}=\left(V_{R}, E_{R}\right)$ be the directed graph that models the routes in $R$, with $V_{R}=\bigcup_{x \in R} W_{x}$ and $E_{R}=\bigcup_{x \in R} F_{x}$. For each route $x \in R$, create a route vertex $r_{A}^{x} \in W_{x}$ for every stop $A \in S_{x}$, and let $\xi\left(r_{A}^{x}\right)=A$, then create a route arc $\left(r_{A}^{x}, r_{B}^{x}\right) \in F_{x}$ for every connection $(A, B) \in C_{x}$.
2. Let $G_{S}=\left(V_{S}, E_{\text {walk }}\right)$ be the directed graph that models the stops in $S$. Create a stop vertex $s_{A} \in V_{S}$ for every stop $A \in S$, and let $\xi\left(s_{A}\right)=A$, then create a walking $\operatorname{arc}\left(s_{A}, s_{B}\right) \in E_{\text {walk }}$ for every pair of stop $A, B \in S$ that is allowed to walk between.
3. The graph $G=(V, E)$ is given by $G=G_{R} \oplus G_{S}$ with $V=V_{R} \bigcup V_{S}$, and $E=E_{R} \bigcup E_{\text {walk }} \bigcup E_{\text {in }} \bigcup E_{\text {off }}$ where $E_{\text {in }} \subseteq V_{S} \times V_{R}$ is the set of get-in arcs, and $E_{o f f} \subseteq V_{R} \times V_{S}$ is the set of get-off arcs. Then, create an arc $(u, v) \in E_{i n}$ and an $\operatorname{arc}(v, u) \in E_{o f f}$ for every pair of vertices $u \in V_{S}$ and $v \in V_{R}$ if $\xi(u)=\xi(v)$.

Figure 1 illustrates the graph model of the connection from stop $A$ to stop $B$ in which two routes $\alpha, \beta$ visit $A$ then $B$; route $\gamma$ visits $A$ but not $B$; route $\delta$ visits $B$ but not $A$; and walking is allowed from $A$ to $B$ and from $B$ to $A$.


Fig. 1. The model for the connection from stop $A$ to stop $B$

The graph model has the following properties: $\bigcap_{x \in R} W_{x} \bigcap V_{S}=\emptyset$, and $\bigcap_{x \in R} F_{x} \bigcap E_{\text {walk }} \bigcap E_{i n} \bigcap E_{o f f}=\emptyset$. With these properties, the vertices and the arcs of the graph $G$ capture all possible states and possible actions of a bus user respectively. The semantics of the vertices and the arcs are given as follows:

- A stop vertex $u \in V_{S}$ presents the state that one is waiting at stop $\xi(u)$.
- A route vertex $u \in W_{x}$ presents the state that one visits stop $\xi(u)$ on a bus of route $x$.
- A get-in $\operatorname{arc}(u, v) \in E_{i n}$, with $u \in V_{S}$ and $v \in W_{x}$, presents the action that one gets in a bus of route $x$ at stop $\xi(u)$.
- A get-off arc $(u, v) \in E_{o f f}$, with $u \in W_{x}$ and $v \in V_{S}$, represents the action that one gets off a bus of route $x$ at stop $\xi(v)$.
- A walking arc $(u, v) \in E_{\text {walk }}$ represents the action that one walks from stop $\xi(u)$ to stop $\xi(v)$.
- A route $\operatorname{arc}(u, v) \in E_{R}$, with $u, v \in W_{x}$, represents the action that one travels from stop $\xi(u)$ to stop $\xi(v)$ on route $x$.

Given a path $p=\left\langle v_{1}, v_{2}, \ldots, v_{k}\right\rangle, k>2$, on the graph model $G$, path $p$ gives a route planning for a user query from stop $A$ to stop $B$ with the departure time $t_{A}$ at $A$ with the following constraints: $v_{1}, v_{k} \in V_{S} ; \xi\left(v_{1}\right)=A ; \xi\left(v_{k}\right)=B$; $\left(v_{i}, v_{i+1}\right) \in E, \forall i \in\{1, \ldots, k-1\}$.

### 2.3 Multi-criteria Shortest Path Problem

Travel time - We consider three kinds of travel time, namely routing time, transfer time and walking time, as below.

Table 1. A part of the timetable $T T$ which relates to the connection from stop $A$ to stop $B$

| bus | $Z$ | $S_{d}$ | $S_{a}$ | $t_{d}$ | $t_{a}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| bus 1 | $\alpha$ | A | B | $8: 05$ | $8: 30$ |
| bus 2 | $\beta$ | A | B | $8: 18$ | $8: 39$ |
| bus 3 | $\alpha$ | A | B | $8: 20$ | $8: 55$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Table 2. The time table $T T_{A, B}^{\alpha}$ of route $\alpha$ from stop $A$ to stop $B$

| bus | $t_{d}$ | $t_{a}$ |
| :--- | :---: | :---: |
| $\ldots$ | $\ldots$ | $\ldots$ |
| bus 1 | $8: 05$ | $8: 30$ |
| bus 3 | $8: 20$ | $8: 55$ |
| $\ldots$ | $\ldots$ | $\ldots$ |

- Let $\theta_{A, B}^{\alpha}\left(t_{A}\right)$ be the routing time from stop $A$ to stop $B$ on route $\alpha$ with the arrival time $t_{A}$ at $A$, then

$$
\begin{equation*}
\theta_{A, B}^{\alpha}\left(t_{A}\right)=\min \left\{t^{\prime} \mid\left(t, t^{\prime}\right) \in T T_{A, B}^{\alpha}, t_{A} \leq t\right\}-t_{A} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
T T_{A, B}^{\alpha}=\left\{\left(t_{d}(c), t_{a}(c)\right) \mid c \in T T, S_{d}(c)=A, S_{a}(c)=B, Z(c)=\alpha\right\} \tag{2}
\end{equation*}
$$

where $T T_{A, B}^{\alpha}$ is the timetable of route $\alpha$ from $A$ to $B$. If $T T_{A, B}^{\alpha}=\emptyset$, that means there is no connection from $A$ to $B$ via route $\alpha$ in the timetable. In other words, one cannot catch any bus of route $\alpha$ to travel from $A$ to $B$. The min operation in Formula 1 yields the pair $\left(t, t^{\prime}\right)$ in $T T_{A, B}^{\alpha}$ such that its departure time $t$ is after $t_{A}$ and its arrival time $t^{\prime}$ is minimum. Let the minimum arrival time (if exists) be $t^{*}$, the time to travel from $A$ to $B$ is $t^{*}-t$ and the waiting time at $A$ before catching a bus of route $\alpha$ to $B$ is $t-t_{A}$, then

$$
\theta_{A, B}^{\alpha}\left(t_{A}\right)=t^{*}-t+t-t_{A}=t^{*}-t_{A} .
$$

Table 1 gives a part of the timetable $T T$ which relates to the connection from stop $A$ to stop $B$. The timetable $T T_{A, B}^{\alpha}$ is presented in Table 2 For the route $\alpha$, suppose we arrive at $A$ at time $t_{A}=8: 15$, at the time $t_{A}$ we cannot catch bus 1 , since it has already left $A$ at 8:05 and the next bus of route $\alpha$ is bus 3 . The routing time from $A$ to $B$ on route $\alpha$ when we arrive at $A$ at 8:15 then is 8:55-8:15 $=40$ minutes.

- At every stop $A$, it is only possible to get in a bus of a route $\alpha$ if we arrive at $A$ earlier than the departure time of that bus by a given non-negative transfer time, denoted by $\tau_{A}$.
- Let $\omega_{A, B}$ be the time to walk from stop $A$ to stop $B$, the walking time is computed by the walking distance from $A$ to $B$ divided by the average walking speed.

Let $f: E \times T \rightarrow T$ be the function that determines the travel time weight of an $\operatorname{arc}(u, v) \in E$ at time $t_{u} \in T$ where $t_{u}$ is the time $\operatorname{arc}(u, v)$ is traversed, then

$$
f\left(u, v, t_{u}\right)= \begin{cases}0 & \text { if }(u, v) \in E_{\text {off }}  \tag{3}\\ \tau_{\xi(u)} & \text { if }(u, v) \in E_{\text {in }} \\ \omega_{\xi(u), \xi(v)} & \text { if }(u, v) \in E_{\text {walk }} \\ \theta_{\xi(u), \xi(v)}^{x}\left(t_{u}\right) & \text { if }(u, v) \in F_{x} \subseteq E_{R}\end{cases}
$$

Number of Transfers - Let $g: E \rightarrow\{0,1\}$ be the function that determines the number of transfer weight of an $\operatorname{arc}(u, v) \in E$, then:

$$
g(u, v)= \begin{cases}1 & \text { if }(u, v) \in E_{\text {in }}  \tag{4}\\ 0 & \text { otherwise }\end{cases}
$$

Combine Two Criteria - Let vector function $w: E \times T \rightarrow T \times\{0,1\}$ be weight function of an $\operatorname{arc}(u, v) \in E$ at time $t_{u} \in T$ where $w^{1}$ is travel time weight and $w^{2}$ is the number of transfers weight, the function $w$ is given by:

$$
\begin{equation*}
w\left(u, v, t_{u}\right)=\left(f\left(u, v, t_{u}\right), g(u, v)\right) \tag{5}
\end{equation*}
$$

Multi-criteria Shortest Path Problem - Given a path $p=\left\langle v_{1}, v_{2}, \ldots, v_{k}\right\rangle$, $k>2$, from vertex $v_{1}=s$ to vertex $v_{k}=d$ with $w^{\operatorname{arrival}}\left(p, t_{s}\right)$ being the arrival time at $d$ if the departure time at $s$ is $t_{s}$, and $w^{\text {transfer }}(p)$ being the number of transfers on $p$. The weight vector $w\left(p, t_{s}\right)$ of path $p$ with the departure time $t_{s}$ at $s$ is formulated by

$$
\begin{align*}
w\left(p, t_{s}\right) & =\left(w^{\text {arrival }}\left(p, t_{s}\right), w^{\text {transfer }}(p)\right) \\
& =\left(t_{s}, 0\right)+\sum_{i=1}^{k-1} w\left(v_{i}, v_{i+1}, t_{v_{i}}\right) \\
& =\left(t_{s}, 0\right)+\sum_{i=1}^{k-1}\left(f\left(v_{i}, v_{i+1}, t_{v_{i}}\right), g\left(v_{i}, v_{i+1}\right)\right) \tag{6}
\end{align*}
$$

where $f\left(v_{i}, v_{i+1}, t_{v_{i}}\right), g\left(v_{i}, v_{i+1}\right)$ are given by Formula 3 and Formula 4 respectively, and

$$
t_{v_{i+1}}= \begin{cases}t_{s} & \text { if } i=0  \tag{7}\\ t_{v_{i}}+f\left(v_{i}, v_{i+1}, t_{v_{i}}\right) & \text { otherwise }\end{cases}
$$

with $t_{v_{i}}$ being the arrival time at vertex $v_{i}$, or the time the $\operatorname{arc}\left(v_{i}, v_{i+1}\right)$ is traversed. Then, the arrival time $t_{v_{i}}$ is used as the input to compute the arrival time $t_{v_{i+1}}$ at vertex $v_{i+1}$, and so on.

Let $P_{s, d}$ be a set of all possible paths from vertex $s$ to vertex $d$. The set of Pareto-optimal paths $\Pi_{s, d} \subseteq P_{s, d}$ is formulated by:

$$
\begin{equation*}
\Pi_{s, d}=\left\{p \in P_{s, d} \mid \nexists q \in P_{s, d}: q \prec p\right\} \tag{8}
\end{equation*}
$$

where $\prec$ is a strictly dominance relation. Path $q$ strictly dominates path $p$, denoted by $q \prec p$, or $p$ is dominated by $q$ iff:

$$
\begin{aligned}
w^{\text {arrival }}\left(q, t_{s}\right) & \leq w^{\text {arrival }}\left(p, t_{s}\right) \\
w^{\text {transfer }}(q) & \leq w^{\text {transfer }}(p) \\
w\left(q, t_{s}\right) & \neq w\left(p, t_{s}\right)
\end{aligned}
$$

In order to avoid arcs with negative travel time weights in the graph model, Assumption 1 on the elements in the timetable $T T$ must be held [5]. It implies that buses of the same route need to follow the FIFO property in the traffic flow.

Assumption 1. Given two elements $c_{1}, c_{2} \in T T$ with $Z\left(c_{1}\right)=Z\left(c_{2}\right), S_{d}\left(c_{1}\right)=$ $S_{d}\left(c_{2}\right)$ and $S_{a}\left(c_{1}\right)=S_{a}\left(c_{2}\right)$. If $t_{d}\left(c_{1}\right) \leq t_{d}\left(c_{2}\right) \Rightarrow t_{a}\left(c_{1}\right) \leq t_{a}\left(c_{2}\right)$ [5].

Given a path $p \in \Pi_{s, d}, p$ follows the optimality principle 11] if $w^{1}\left(u, v, t_{u}\right) \geq 0$ and $w^{2}(u, v) \geq 0$ for every arc $(u, v) \in p$. Indeed, with Assumption 1 the travel time function $f$ is non-negative. Also, the function $g$ is non-negative constant. The multi-criteria shortest path problem then can be solved by labelling algorithm.

## 3 Algorithm

### 3.1 Labelling Algorithm

For the labelling algorithm, we use the label setting method and the label selection policy. The used notations are defined as below.

- $\Pi_{s, i}$ : a set of non-dominated paths from the source $s$ to a vertex $i$.
$-\diamond$ : relation that concatenates a path $p$ with an $\operatorname{arc}(i, j)$ or another path $q$.
- $Q$ : the queue of candidate paths that can be further expanded.
$-\prec$ : the dominance relation between two paths.
The pseudo code of the proposed algorithm is given in Algorithm 1 The key idea of the algorithm is one vertex associated with several labels, each corresponding with a non-dominated path from the source to that vertex. Since the
number of non-dominated paths in $\Pi_{s, d}$ is nondeterministic, the algorithm only terminates when $Q$ is empty (Line (4). For each iteration, path $p=\langle s, \ldots, i\rangle$ is extended along all its outgoing $\operatorname{arcs}(i, j)$ (Line 8). To relax an $\operatorname{arc}(i, j)$, we check if the new extended path $q=p \diamond(i, j)$ is not dominated by any path $u \in \Pi_{s, j}$ (Line (12). $\Pi_{s, d} \neq \emptyset$ means some non-dominated paths have been found. For a given path $q$ expanded via an arbitrary arc $(j, k)$, if $q$ is dominated by any path in $\Pi_{s, d}$, the path $q \diamond(j, k)$ is also dominated since the weight of arc $(j, k)$ is non-negative, and so on. Therefore, we can use paths in $\Pi_{s, d}$ as the upper bound to early prune all paths if they are dominated by any path in $\Pi_{s, d}$, since $q$ will lead to dominated paths which have form of $q \diamond\langle j, \ldots, d\rangle$ in $\Pi_{s, d}$. This early prune is illustrated in Line 10. If a path $q$ satisfies two conditions in Line 10 and Line 12, that means $q$ might lead to a non-dominated path at $\Pi_{s, d}$. Therefore $q$ is put into $Q$ for further expansion (Line 14). There is still the case that some paths in $\Pi_{s, j}$ are dominated by $q$, Line 13 is supposed to remove all these paths and update $\Pi_{s, j}$.

```
Algorithm 1. The labelling algorithm
    Input : a graph \(G\) with a source \(s\) and a destination \(d\) and a departure time \(t_{s}\).
    Output: the Pareto set of optimal paths \(\Pi_{s, d}\).
    \(\Pi_{s, s} \leftarrow\{\langle s\rangle\} ;\)
    \(\Pi_{s, i} \leftarrow \emptyset, \forall i \in V \backslash\{s\} ;\)
    \(Q \leftarrow\{\langle s\rangle\} ;\)
    while \(Q \neq \emptyset\) do
        \(p \leftarrow\) the lexicographically lowest path in \(Q\);
        \(Q \leftarrow Q \backslash\{p\} ;\)
        \(i \leftarrow\) the destination vertex of \(p\);
        for \((i, j) \in E\) do
            \(q \leftarrow p \diamond(i, j) ;\)
            if \(\nexists u \in \Pi_{s, d}: u \prec q\) then
                    continue;
                if \(\nexists u \in \Pi_{s, j}: u \prec q\) then
                    \(\Pi_{s, j} \leftarrow\left(\Pi_{s, j} \cup\{q\}\right) \backslash\left\{u \in \Pi_{s, j} \mid q \prec u\right\} ;\)
                    \(Q \leftarrow Q \cup\{q\} ;\)
```


### 3.2 Speed-Up Techniques

1. Backward Get-Off Arc Avoidance: In the graph model, get-off arcs have zero weights. The labelling algorithm might explore back to stop vertices via these arcs. These labels are absolutely dominated later. The search therefore should avoid these arcs.
2. Upper Bounds for Criteria: The realistic assumptions can be used to set constraints on criteria. For example, it is undesirable for a path which has the number of bus transfers greater than 4 times or the travel time more than 3 hours. Given an upper bound for travel time $\alpha$ and an upper bound for number of transfers $\beta$, then any path $p$ with $w^{\text {arrival }}(p, t)>\alpha+t$ or $w^{\text {transfer }}(p)>\beta$ should be early pruned.
3. Search Area Reduction: Depending on the locations of source and destination, only a part of the bus network is used for searching. In this paper, we propose the search area as a rectangle. The idea is as follows. Suppose we has a query for the route planning from stop $A$ to stop $B$, then we can calculate the differences in $x$ and $y$-coordinate of $A$ and $B$, denoted as $d x$ and $d y$ respectively. Given $0<\epsilon<1$, the target search area is then obtained via the scaling up of the $x$ and $y$-coordinate based on $\epsilon$ and the ratio $d x / d y$ as illustrated in Figure 2.


Fig. 2. Three possible cases in which the target search area is scaled up based on the ratio $d x / d y$

## 4 Computational Study

### 4.1 The Graph Instance and the Testing Data Set

HCMC bus network consists of 4,090 stops, 220 routes and 8,833 stop connections. It is allowed for walking shortcuts between stops in the radius of 150 metres. Regrading the daily timetable, at some stops like the begin and the end of a route, the departure and the arrival times are fixed. These are used to estimate the departures and the arrival times of the remaining stops in the route. The graph model has 13,140 vertices and 29,161 arcs. Assume that the constructed graph and the timetable are stored in the primary memory and binary heap is used to implement the queue of candidate paths. We consider three criteria of measurements, namely the number of created labels (vertex visits), the number of queue operations and the running time. We also evaluate the quality of the solution, namely arrival time and number of transfers of found paths. The data set for testing is made up from 1,000 random user requests where the source, the destination and the query time are generated randomly. The empirical results then are the average value of the data set.

### 4.2 Empirical Results

The empirical study is conducted on 2.6 GHz dual-core Intel Core i5 4GB RAM on MAC OS X under Java Runtime Environment 1.6 (JRE 1.6). The tested database is MySQL 5.2.

First we compare the proposed model with Pyrga's model [5] in which it is not allowed to walk between nearby stops. In this case we use the implementation of label setting without any speed-up techniques. As seen from Table 3, the proposed model is inferior to Pyrga's model in term of the performance because it has additional walking arcs. But the proposed one produces more efficient route planning with lesser travel time and smaller number of transfers. Besides, there are 1,322 paths which contains walking arc amongst 1,376 non-dominated paths. That means the addition of walking options produce a more effective route planning. However, the appearances of walking arcs in majority of optimal paths also indicate that the allocations of stops in the network is not well designed.

Table 3. The comparison between the Pyrga's model and the proposed model

| model | created <br> label | queue <br> operations | runng time <br> in ms | travel time <br> in minutes | number of <br> transfers |
| :---: | ---: | ---: | ---: | ---: | ---: |
| Pyrga's model | 30,034 | 14,084 | 55.930 | 74 | 2.686 |
| proposed model | 42,936 | 15,470 | 75.882 | 49 | 1.450 |

Since there are only 1,376 non-dominated paths over 1,000 queries. In other words, only 1.357 non-dominated paths in the Pareto set per query on average. We compare the average quality of found paths in the Pareto set with the average quality of paths under single optimization. For the single optimization, we use Epsilon-constraint method in which arrival time is optimized and number of transfers is bounded. In this experiment, the used bound value is 4 . As shown in Table 4, the average number of transfers of paths in the Pareto set is less than that of the paths which only optimize travel time. That means the Pareto set contains desirable paths with smaller number of transfers which are left out if we only consider the problem in single-criteria manner.

Table 4. The comparison between multi-criteria and single-criteria

| algorithm | created <br> label | queue <br> operations | running time <br> in ms | travel time <br> in minutes | number of <br> transfers |
| :--- | ---: | ---: | ---: | ---: | ---: |
| single-criteria | 29,757 | 11,196 | 47.056 | 47 | 2.920 |
| multi-criteria | 42,936 | 15,470 | 75.882 | 49 | 1.450 |

Table 5. The comparison between different speed-up techniques

| variant | backward avoidance | criteria upper bound | $\begin{array}{r} \text { search } \\ \text { area } \end{array}$ | $\begin{array}{\|r\|r\|} \text { created } \\ \text { label } \end{array}$ | queue operations | running time in ms |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| plain version | no | no | no | 42,936 | 15,470 | 75.882 |
| backward avoidance | yes | no | no | 36,249 | 15,470 | 75.417 |
| upper bound | no | $\alpha=5, \beta=3$ hours | no | 42,783 | 15,397 | 75.632 |
| search area reduction | no | no | yes | 31,057 | 11,138 | 51.822 |
| optimized version |  | $\alpha=5, \beta=3$ hours | yes | 26,136 | 11,081 | 51.559 |

Table 5 gives the comparison between the different speed-up techniques with various parameters. The results show that the backward avoidance reduces significantly the number of created labels, but does not reduces the number of queue operations. This is consistent with what discussed in Section 3.2 because all backward get-in arcs will lead to dominated paths which are discarded before being put into the queue. Using the transfer bound and travel time bound decreases both the number of created labels and queue operations, that leads to improve the running time, but these improvements are not so significant. The search area reduction brings a huge speed-up. The drawback of the technique is losing optimal paths if the searching area is not estimated properly. Therefore, in the empirical result, we adjust the target search area in the way that no solution is lost. The technique reduces $25 \%$ number of created labels, $30 \%$ number of queue operations and $30 \%$ running time in comparison to the plain version.

## 5 Conclusion

We have developed in this paper the model for transforming a route planning problem in a bus network to a multi-criteria shortest path problem. An modified time-dependent model and an efficient labelling algorithm are proposed and evaluated. The results show that the size of Pareto set in HCMC bus network is quite small, and the addition of walking shortcuts gives a much better route planning. The quality of paths produced by the algorithm lies in the correctness of the timetable. However, in reality, arrival and departure times of buses might disobey the timetable when traffic condition is involved. Thus, in future work, we will develop the model combining the timetable and real-time data from the bus tracking system. Besides, the appearance of walking shortcuts in the majority of route planning also raises the question whether the allocation of stops is efficient.
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