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An absorbing boundary condition for the ship wave resistance problem is pre-
sented. In contrast to the Dawson-like methods, it avoids the use of numerical vis-
cosities in the discretization, so that a centered scheme can be used for the free surface
operator. The absorbing boundary condition is “completely absorbing,” in the sense
that the solution is independent of the position of the downstream boundary and is de-
rived from straightforward analysis of the resulting constant-coefficients difference
equations, assuming that the mesh is 1D-structured (in the longitudinal direction) and
requires the eigen-decomposition of a matrix one dimension lower than the system
matrix. The use of a centered scheme for the free surface operator allows a full finite
element discretization. The drag is computed by a momentum flux balance. This
method is more accurate and guarantees positive resistances.c© 1998 Academic Press

1. INTRODUCTION

When a body moves near the free surface of a fluid a pattern of trailing gravity waves is
formed. The energy spent in building this pattern comes from the work done by the body
against thewave resistance. Numerical modeling of this problem is a matter of high interest
for ship design and marine engineering [1–12]. As a first approximation, the wave resistance
can be computed with a potential model, whereas for the viscous drag it can be assumed that
the position of the surface is held fixed at the reference hydrostatic position, i.e. a plane. This
is, basically, theFroude hypotheses. With this assumption, we are neglecting the interaction
produced by the boundary layer, which tends to produce a larger body, whose wave pattern,
in turn, tends to modify the potential flow which is the input to the boundary layer process.
Even if a potential model is assumed for the liquid, the problem is nonlinear due to the free
surface boundary condition.
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We concentrate in this paper in the computation of the flow field and wave resistance
for a body in steady motion, by means of a potential model for the fluid and a linearized
free surface boundary condition. This is the basis for most ship design codes in industry.
The governing equations are the Laplace equation with slip boundary conditions on the
hull and channel walls, inlet/outlet conditions at the corresponding planes and the free
surface boundary condition. The free surface boundary condition amounts to a Neumann
boundary condition with a source term proportional to the streamlined second derivative of
the potential. However, the problem as stated so far is ill posed, in the sense that it is invariant
under longitudinal coordinate inversion (x → −x), and it is clear then, that it cannot capture
the characteristic trailing waves propagating downstream. To do this, we can either add a
dissipative numerical mechanism or impose some kind of “absorbing boundary condition.”

It can be shown that the addition of a third-order derivative to the free surface boundary
conditions, adds a dissipative mechanism and captures the correct sense of propagation
for the wave pattern. This is equivalent to use a noncentered discretization scheme for the
second-order operator and falls among the well-known “upwind-techniques.” The amount
of viscosity added is related to the length of the mesh downstream of the body. If the
viscosity parameter is too low, the trailing waves arrive at the downstream boundary, are
reflected in the upstream direction, and pollute the solution. If it is too high, the trailing
waves are damped and incorrect values of the drag are obtained. Extending the mesh in the
downstream direction allows the use of a lower viscosity parameter, since the waves are
damped in a larger distance, but increases the computational cost (core memory). Numerical
experiences show that this third-order streamline viscosity term is too dissipative and the
meshes should be extended downstream too much. Dawson [1] proposed a method, where
the fifth-order derivative is used instead, with a very particular finite difference discretiza-
tion. It is astonishing that standard discretization of the same operator does not work and
neither do higher order operators (say seventh order). As a result, most codes today are still
using some kind of variant of the Dawson scheme. However, this very particular viscosity
term is hard to extend to general boundary fitted meshes, not to mention unstructured com-
putational methods like finite elements. It is by this cause that most codes are based on a
highly structured panel formulation.

Another possibility that is investigated in this work is to use an absorbing boundary
condition in the downstream boundary. If such a numerical device could be found, then
there is no need to add a numerical viscosity term, since the trailing waves are not reflected
upstream, and a usual centered scheme can be used for the free surface boundary term. As a
bonus, if such a centered scheme could be used, then the trailing waves would not dampen
and the drag could be computed in terms of the momentum flow through a plane arbitrarily
located downstream of the body. Absorbing boundary conditions are well studied for other
wave phenomena [13–19] like the Helmholtz equation in acoustics but are harder to find in
the context of the free surface flows studied in this paper. Broeze and Romate [2] developed
an absorbing boundary condition for potential flow with a panel method but in the context
of following a temporal evolution of the free surface problem and Lenoir and Tounsi [17]
treated the “sea-keeping” problem, which is closer to the Helmholtz-like equation than the
“wave-resistance” problem.

The absorbing boundary condition we develop here is based on straightforward study of
the solutions of ODEs with constant coefficients on unbounded domains and follows closely
the general case described in [15]. Once we solve for the roots of the characteristic equation,
the unbounded domain solution downstream or upstream corresponds to retaining in the
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general solution, those terms that decay in that direction. For those roots with a null real part,
a perturbation technique determines the sense of propagation. It can be shown that this is
equivalent to determining the sign of the group velocity for the corresponding mode. Once
the general unbounded domain solution is found, the absorbing boundary condition is ob-
tained by differentiating this form and results in a full matrix coupling all the degrees of free-
dom on the outlet plane. This behavior is similar to the well-known DtN absorbing boundary
condition proposed by Givoli and Keller in the context of the Helmholtz equation [13,14].

2. GOVERNING EQUATIONS

Consider the flow around a ship moving at constant speed and with fixed orientation in
space (i.e. no pitching, yawing, or rolling are allowed) with respect to water at rest in a
channel of constant section which, for simplicity, is assumed to be a rectangle of depthH
and widthL y as shown in Fig. 1. We describe the flow in a system of coordinates attached to
the ship, so that the ship is at rest and the flow and elevation pattern arrive at a steady pattern
after an initial transient. The fluid to be modeled occupies regionÄ which is bounded by
the channel walls and bottom6ch, the inlet/outlet boundaries6in /out, the wetted surface of
the ship6ship, and the free surface6free. The governing equations are

18 = 0 in Ä, (1.a)

8,n = 0 at6free + 6ch + 6ship, (1.b)

1

2
|∇8|2 + gη = 1

2
U2

∞ at6free, (1.c)

8 = U∞x at6in, (1.d)

radiation b.c.’s at6out. (1.e)

The Laplace equation (1.a) comes from the assumption that the flow is irrotational and
incompressible. The usual slip condition (1.b) is imposed at the channel walls, bottom, and
free surface. Alternatively, we will consider also the case of imposing Dirichlet boundary
conditions at the bottom:8 =U∞x. This is discussed both at the beginning of Section 4
and in Appendix 1. Equation (1.c) is the “dynamic free surface” boundary condition. It
comes from the Bernoulli equation (including a hydrostatic termgz, η stands for the surface
elevation) and it is usually linearized under certain assumptions as, for instance, that the ship
is thin, slender, slow, or deeply submerged. The “radiation boundary conditions” should

FIG. 1. Geometrical description.
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allow, roughly speaking, the flow of energy in the form of radiating waves to propagate
downstream and exit cleanly at6out. In contrast, no waves are allowed to propagate upstream
to 6in so that we simply impose that the potential should approach the undisturbed one
there. Note that, the different treatment in6in and6out is the only element that can break
the symmetryx → −x and ensure a physically correct wave pattern. Another means of
doing this is the addition of some “upwind” or “ numerical dissipation” mechanism.

In slow ship theory, the flow is decomposed in a base flow80, also called “double body
flow,” and a “wave perturbation” flowφ [3,6,7] defined by

8 = 80 + φ. (2)

The great simplification comes from the fact that the governing equations for both flows
are restricted to the domainÄ0, where the free surface6free has been replaced by the
undisturbed position of the free surface6free 0, which in this case is simply the planez= 0.
The double body flow satisfies

180 = 0 in Ä0,

80,n = 0 at6ch + 6ship + 6free 0, (3)

80,n = U∞ · n̂ at6in /out.

The wave perturbation componentφ satisfies a similar system, but with a linearized free
surface boundary condition. This linear boundary condition is obtained by performing a first-
order perturbation expansion of both the kinematic (1.b) and dynamic (1.c) free surface
conditions and eliminating the surface elevationη. This results is a combined Neumann-
like boundary condition involving the normal and streamlined second-order derivatives at
the free surface. Several versions of the free surface boundary condition have been proposed
(see [1–12], especially [7–9]), which depend on the particular assumption (i.e.slow ship,thin
ship, ordeeply submerged ship, for instance). We will make use here of a rather standard
slow ship expansion, but the process of developing the absorbing boundary condition is
rather independent of the specific linearized free boundary condition used. The governing
equations for the wave perturbation potential are

1φ = 0, in Ä0,

φ,n = 0, at6ch + 6ship,

φ = 0, at6in,

φ,n + ∂

∂xi
(U0i U0 j φ, j ) = r.h.s., at6free,

radiation b.c.’s, at6out.

(4)

HereU0i = 80,i and r.h.s. is a right-hand side term involving the residual of the Bernoulli
equation at the reference free surfacez= 0 for the base flow. This instance of the boundary
condition has the advantage that it can be easily treated in a finite element context, since
the conservative form of the streamlined second-order derivative can be integrated by parts.
However, it will be clear from the development through the paper that the proposed boundary
condition can be easily coupled to any version of the linearized free surface boundary
conditions. It will also be explained for a finite element (FEM) discretization, but it is
automatically extended to any other kind of “in volume” methods: finite volumes (FVM),
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finite differences (FDM) or the younger “mesh-less methods” [20,21]. The extension to
boundary integral methods as the “panel” or “boundary element” ones is still in development.

We will describe the method in a more restricted context, by replacing the ship by a
pressure distribution, i.e. nonuniform atmospheric pressure. Physically, this problem cor-
responds to hovercrafts, and the nonlinear free surface boundary condition is

P(x) + 1

2
ρ|∇8|2 + ρgη = Patm + 1

2
ρU2

∞, (5)

wherePatm is the atmospheric pressure far from the disturbance andP(x) is a given function.
It is clear that once the absorbing boundary condition is obtained, it can be applied to the
more general ship case, defined by (4), since the absorbing properties are independent of the
generating mechanism. The 3D examples below correspond to the general case of Eqs. (4).
Assuming that the disturbance is small, i.e.|P − Patm| ¿ 1

2ρU2
∞, we can take80 =U∞x as

the base flow and we obtain the following linear problem for the wave perturbation potential:

1φ = 0, in Ä0, (6.a)

φ,n = 0, at6ch, (6.b)

φ = 0, at6in, (6.c)

φ,n + K −1φ,xx = −(U∞/ρg)1P,x, at6free, (6.d)

and radiation b.c.’s, at6out. (6.e)

HereK = g/U2
∞ is thecharacteristic wave number, related to the Froude number Fr by

Fr = U∞√
gLship

= 1√
K Lship

, (7)

whereLship is a characteristic length of the ship. This problem is far more simple than the
previous one since the involved operator plus boundary conditions are invariant under a
translation in thex direction. In addition, we will assume that the pressure perturbation has
compact support, i.e., that

1P ≡ 0 for |x| > L1P. (8)

3. PARTIAL DISCRETIZATION

To apply the method, we have first to discretize the problem in order to obtain a system
of ODEs. Let6yz be the typical section of the channel (see Fig. 2); then we will discretize
the problem in two steps by doing, first, a partial discretization in6yz and, then, a one-
dimensional discretization in thex coordinate. We will show how the partial discretization
by finite elements is performed; the case of finite differences is straightforward. Having a
two-dimensional finite element mesh in the typical section we approximate the potential by

φ(x, y, z) ∼ φ̂(x, y, z) =
Nslab∑
k=1

φ̂k(x) Nk(y, z), (9)

whereNslab is the number of “free” nodes in the typical section; i.e., they do not include
the bottom nodes if Dirichlet boundary conditions are imposed in that part of the boundary.
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FIG. 2. Discretization of the problem as the composition of a 2D discretization inyzand a 1D discretization
in x. FEM unstructured mesh on the typical channel section.

Nk(y, z) are two-dimensional interpolation functions. Replacing this in the Laplace equa-
tion (6.a) and integrating by parts inyz, we obtain

Mφ,xx − Kφ +
∫

6free 0

Nj φ,n dy = 0, (10)

whereφ(x) is the vector of nodal potentials andM andK are the typical FEM matrices for
the identity (mass matrix) and Laplace operators, defined by

φ(x) =


φ̂1(x)

φ̂2(x)
...

φ̂Nslab
(x)

 ,

M jk =
∫

6yz

Nj (y, z) Nk(y, z) dy dz, (11)

K jk =
∫

6yz

∇yzNj (y, z) · ∇yzNk(y, z) dy dz.

Replacingφ,n from the free surface boundary condition (6.d), we arrive at

M̃ φ,xx − K φ = G(x), (12)

which is a system of ODEs. The modified mass matrixM̃ includes the “free surface mass
matrix” M free, andG(x) is a right-hand side contribution coming from the pressure pertur-
bation on the free surface, defined by

M̃ = M − K −1M free, (13)

where

Mfree,jk =
∫

6free 0

Nj (y, 0) Nk(y, 0) dy (14)



                

576 STORTI, D’EĹIA AND IDELSOHN

and

Gk(x) = (U∞/ρg)

∫
6free 0

Nk1P,x dy. (15)

M andM freeare positive definite and semi-definite mass matrices, respectively,K is positive
semi-definite if Neumann boundary conditions are imposed at the bottom, and positive defi-
nite if Dirichlet boundary conditions are imposed at the bottom. All of them are symmetric.
Due to the negative sign in (13)̃M does not have a definite sign.

4. MODAL DECOMPOSITION

The general solution to (12) can be found by means of a modal decomposition. LetS,Λ
be the solution to the eigenvalue decomposition problem,

KS = M̃SΛ, (16)

with S nonsingular andΛ diagonal. For a Dirichlet boundary condition at the bottom, this
decomposition is assured by the fact that bothM̃ andK are symmetric and real, andK
is positive definite. For a Neumann boundary condition at the bottomK is only positive
semi-definite, but the null eigenvector of the matrixK can be treated separately and the
problem is reduced again toK positive definite (for details, refer to Appendix 1). We can
assume also thatS andΛ are real. We make the change of variablesφ = SU, and system
(12) becomes, after premultiplying byS−1M̃−1, a set of uncoupled equations of the form

Uk,xx − λkUk = Fk, (17)

where

F(x) = S−1M̃−1 G(x). (18)

For small Froude numbers (largeK ): (i) the free surface term can be neglected in (13),
so that the problem is equivalent to the Laplace equation with some prescribed flux on the
free surface; and (ii) the matrix̃M = M is positive definite and all the eigenvalues{λk} are
positive, corresponding to the purely viscous case. But, for the Froude numbers of interest
(typically Fr* (1z/3Lship)

1/2, where1z is the typical vertical size of the elements near
the surface; see Appendix 2),Ninv eigenvalues become negative, and we may assume that

λk < 0 for 1 ≤ k ≤ Ninv,
(19)

λk > 0 for Ninv + 1 ≤ k ≤ Nslab.

Each negativeλk gives two complex conjugate inviscidµ eigenvalues of the formµ±
k =

±i
√|λk| (see Fig. 3).
The key part of the method relies on the solution of each of the 1D equations (17).

Physically, a radiation boundary condition is such that when it is imposed on a boundary it
gives the same solution as if the boundary were “pushed” to infinity, i.e. the “unbounded
domain solution.” We will see that for the positiveλk’s, this process of pushing the boundary
to infinity has a well-defined limit, whereas for the negativeλk’s, a perturbation analysis
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FIG. 3. Eigenvalue distribution for the inviscid free surface problem.

will be required. The treatment given here resembles the one given by Hagstrom and Keller
[15], but here we consider in detail the case of these negative eigenvalues (i.e., not exhibiting
a natural exponential decay or growth).

4.1. The “Purely Viscous” Case

Let us start with theλk > 0 case, which is equivalent to a 1D heat equation with Newtonian
cooling in|x| < L and homogeneous Dirichlet conditions atx = ±L. For the sake of clarity
we will drop thek subindex and, as we are interested in the limit forL → ∞, we label the
corresponding solution asUL , which satisfies

UL ,xx − λUL = F(x) in |x| < L , (20.a)

UL = 0 atx = ±L , (20.b)

with λ > 0. Due to the compact support of1P assumed in (8),F has the same compact
support, i.e.

F(x) = 0 for |x| > L1P. (21)

The solution to this is of the form

UL = UL ,NH + UL ,H, (22)

whereUL ,NH is a nonhomogeneous solution satisfying (20.a) but not necessarily the bound-
ary conditions, andUL ,H is the general homogeneous solution, found by looking for solutions
of the formeµx and solving the characteristic polynomial which in this case leads toµ = ±k
with k = √

λ (see Fig. 4). Then, the general homogeneous solution is

UL ,H(x) = a ekx + b e−kx. (23)

But, due to the assumption of compact support for the pressure perturbation (8),F is null for
|x| > L1P and, then, an expression of the form (23) holds forUL ,NH in the regionx > L1P
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FIG. 4. Pure viscous case (heat equation with Newtonian cooling). Theµ eigenvalues are on the real axis.

andx < −L1P. However, the coefficients are different for both regions,

UL ,NH(x) =
{

a+
NH ekx + b+

NH e−kx for x ≥ +L1P,

a−
NH ekx + b−

NH e−kx for x ≤ −L1P.
(24)

The constantsa andb are determined from the boundary conditions and result in

a = −a+
NH e2kL + a−

NH e−2kL + b−
NH − b+

NH

e2kL − e−2kL
,

(25)

b = −b−
NH e2kL + b+

NH e−2kL + b+
NH − b−

NH

e2kL − e−2kL
,

and, lettingL → ∞, we obtain

lim
L→∞

a = −a+
NH, lim

L→∞
b = −b−

NH. (26)

This defines the “unbounded domain solution” limL→∞ UL for the problem. It is clear that it
is unique from the unicity of the bounded solution. It can also be shown that it is independent
of the kind of boundary condition imposed at the artificial boundariesx = ±L. Moreover,
it satisfies

lim
L→∞

UL =
{

(b+
NH − b−

NH) e−kx for x > +L1P,

(a−
NH − a+

NH) e+kx for x < −L1P.
(27)

So that the “unbounded domain solution” is such that it has only decaying components
for x → +∞ in x > L1P and vice versa for the left boundary. If we classify a decaying
component+∞, such ase−kx, as “right-going,” andekx as “left going,” then we recover the
well-known rule for imposing boundary conditions in the context of hyperbolic systems:
impose the incoming components to zero and let free the outgoing components. This suggests
the following modification of (20), including “absorbing” boundary conditions based on
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differentiation of the forms in (27) as

U,xx − λU = F(x) in |x| < L; (28.a)

U,x + kU = 0 atx = L > L1P; (28.b)

U,x − kU = 0 atx = −L < −L1P. (28.c)

It can be shown that the solution to this system agrees with limL→∞ UL , independently of L,
as long asL > L1P, of course. Equations (28.b), (28.c) are then referred to as “completely
absorbing boundary conditions.”

4.2. The Inviscid Case

Now consider (20) in theλk < 0 case, which is a 1D Helmholtz equation. The character-
istic equation leads now toµ = ±ik (see Fig. 5) withk = √|λ| and the general solution to
the homogeneous equation is now of the formaeikx + be−ikx. After imposing the boundary
conditions, we obtain

a = −a+
NH e2ikL + a−

NH e−2ikL + b−
NH − b+

NH

e2ikL − e−2ikL
. (29)

Clearly, this expression does not have a definite value forL → ∞, and the denominator
even diverges forkL = nπ/2. The same is true forb. This result seems to disagree with the
physical intuition. If some acoustical experiment is made inside a tube, and the length of
the tube is increased, we expect that for a tube long enough the effects of the position or
type (rigid wall, membrane, or anything else) of the other end will be negligible.

The solution to this paradox is that in the real world there exists always some amount of
physical dissipation. Roughly speaking, we propose to add a dissipation term, classify the
modes as right- or left-going and then let the dissipation parameter go to zero. However, the
resulting absorbing boundary conditions will depend on the particular dissipation operator
chosen, and then the conclusion is that the dissipation operator has to be chosen as close
to the physics of the problem at hand as possible, such that the sense of propagation of the

FIG. 5. Inviscid case (Helmholtz equation). Theµ eigenvalues are on the imaginary axis.
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undamped waves is preserved. As an example, we will first derive the absorbing boundary
conditions for the Helmholtz equation, as coming from the wave equation in the frequency
domain. Later, we will derive the absorbing boundary conditions for the inviscid modes,
λk < 0. Even if it is equivalent to a Helmholtz equation, it will be shown that the physical
dissipation appropriated for the wave-resistance problem leads to an absorbing boundary
condition that is essentially different from the wave equation in the frequency domain.

4.2.1. The 1D Helmholtz equation.Consider the 1D Helmholtz equation with homo-
geneous Dirichlet boundary conditions atx = ±L,

uδL ,xx + (κ2 + i δ)uδL = F in |x| < L , (30.a)

uδL = 0 atx = ±L , (30.b)

whereuδL is the amplitude of the perturbation,ω = cκ is the dispersion law, withω the
frequency andc the speed of sound. Dissipation has been introduced by adding a termi δu,
with δ > 0, δ → 0. The characteristic eigenvalues areµ = ±ikδ (see Fig. 6), wherekδ is the
complex solution of

k2
δ = κ2 + i δ, (31)

with Re{kδ} > 0. As κ2 + i δ is in the first quadrant,kδ will be there also, i.e. Im{kδ} > 0,
and then

|e±ikδx| →
{∞ for x → ∓∞,

0 for x → ±∞,
(32)

so thatikδ is right-going and−ikδ is left-going. The general expression for the homogeneous
solution is of the form

uH = a e−ikδx + b eikδx. (33)

FIG. 6. The inviscid eigenvalues are “perturbed” with a small dissipative term.
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Forming the general solution and solving for the constants,

a = −a+
NH e−2ikδ L + a−

NH e2ikδ L + b−
NH − b+

NH

e−2ikδ L − e2ikδ L
,

(34)

b = −b−
NH e−2ikδ L + b+

NH e2ikδ L + b+
NH − b−

NH

e−2ikδ L − e2ikδ L
,

and again,

lim
L→∞

a = −a+
NH, lim

L→∞
b = −b−

NH. (35)

As in (27), only the decaying components are retained in the far-field expansion, so that

lim
L→∞

uδL(x) ∝
{

e+ikδx for x > +L1P,

e−ikδx for x < −L1P,
(36)

This is the far-field expansion for the “viscous unbounded domain” solution for the problem,
and it can be shown that it does not depend on the particular boundary condition imposed
at x = L. The “inviscid unbounded domain” is obtained by lettingδ → 0 and is simply

u(x) = lim
δ→0

{
lim

L→∞
uδL(x)

}
. (37)

This is the solution we want. A key point is that the order in taking the limitsdoes matter.
As kδ → k for δ → 0 it results thatu ∝ eikx for x > L1P, and then

u,x − iku = 0 atx = +L > L1P (38)

is the appropriate right boundary condition, whereas

u,x + iku = 0 atx = −L < −L1P (39)

is the appropriate left one. Again, the solution to the Helmholtz 1D equation with these
boundaries is the same as the limit solution (37),independently of L> L1P. It can be
shown that the definition of right- and left-going are physically correct. Indeed, coming
back to the time domain, it results that right-going waves do have a positive+c group
velocity, whereas the left-going ones have a negative−c group velocity.

4.2.2. The wave-resistance problem.Other numerical algorithms, notably those based
on the work of Dawson, do not use radiation boundary conditions, but instead they add a
numerical viscosityterm proportional toδφ,xxxxx, whereδ is a “numerical viscosity para-
meter” or, also, a “Rayleigh viscosity coefficient.” A term proportional to−δφ,xxx is also
dissipative, but the damping of the waves is too strong to be admissible for numerical
calculations. Since after determination of the sense of propagation we take the limitδ → 0,
precision does not matter here, and we choose by simplicity the low orderφ,xxx dissipative
term. The perturbed free surface boundary condition is

φ,n + K −1(φ,xx − δφ,xxx) = −(U∞/ρg)1P,x. (40)
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Repeating the semi-discretization process we arrive at the perturbed system of ODEs,

Mφ,xx − K −1M free(φ,xx − δφ,xxx) − Kφ = G(x), (41)

and the characteristic equation is obtained by replacingφ = φδeµδx and results in(
µ2

δM̃ + δK −1µ3
δM free − K

)
φδ = 0. (42)

To find the sense of propagation it is not necessary to determine the whole dependency
of µ on δ but only a first-order expansion aboutδ = 0. Accordingly, we assume a regular
perturbation expansion forµδ andφδ of the form

µδ = µ + 1µ + O(δ2), (43.a)

φδ = φ0 + 1φ + O(δ2), (43.b)

whereµ2 andφ0 are the eigenvalues and eigenvectors of the unperturbed system (16), i.e.
the diagonal elements ofΛ and column vectors ofS, respectively. Replacing Eqs. (43) in
(42) and retaining only those terms up toO(δ), we obtain[

(µ2M̃ − K) + 2µM̃1µ + µ3K −1M freeδ
]
(φ0 + 1φ) = 0. (44)

Premultiplying byφT
0 , we obtain

1µ = −1

2
δµ2K −1φT

0 · M free · φ0

φT
0 · M̃ · φ0

. (45)

It follows from (16) that

φT
0 · K · φ0 = µ2φT

0 · M̃ · φ0, (46)

so that

1µ = −1/2δµ4K −1φT
0 · M free · φ0

φT
0 · K · φ0

. (47)

But, from (13) and (16), we have that for the inviscid modes

|λ|K −1φT
0 M freeφ0 = φT

0 Kφ0 + |λ|φT
0 Mφ0 > 0 (48)

and, sinceµ is pure imaginary for the inviscid modesµ4 > 0, then1µ is negative, so that
all the inviscid eigenvalues are right-going (see Fig. 7).

It can be shown in a more general context that the “sense of propagation” as defined
here has a correct physical sense, since “right going” modes correspond to positive group
velocities for the time-dependent problem. Indeed, it can be shown that

1µ = − αδ

vGx
, (49)

wherevGx is thex-component of the group velocity, andα is a real positive constant.
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FIG. 7. Distributions ofµ eigenvalues for the free surface problem with a small dissipative term.

As for eachλk < 0 both eigenvaluesµ = ±i
√|λk| are right-going, the unbounded domain

solution is

Uk =
{

ak e+i
√|λk|x + bk e−i

√|λk|x for x > L1P,

0 for x < −L1P,
(50)

for 1≤ k ≤ Ninv, wherex > L1P is far downstream andx < L1P is far upstream. The cor-
responding radiation boundary conditions are

Uk = Uk,x = 0 atx = −L < −L1P,

none atx = L > L1P.
(51)

4.3. Summary of Cases

In brief, the method can be described as follows:

• Look for solutions with a dependency∝eµx in thex direction
• Solve the characteristic equation for the eigenvalues{µ}. They are classified according

to:
F Viscous if Re{µ} 6= 0; inviscid otherwise.
F The viscous modes are classified asright-going, if Re{µ}<0; left-goingif Re{µ}>0.

F To classify the inviscid modes, add a small dissipation and classify them as in the
previous point.

• Retain only the right-going modes (viscous or inviscid) in the general expression.
• The radiation boundary condition is found by differentiation of this general form.

Of course, this corresponds to a boundary which is located at the right end of the domain.
For a boundary at the left end, the left-going modes should be retained.

5. THE RADIATION BOUNDARY CONDITION

The absorbing boundary conditions for the viscous modes downstream (28.b) (see Fig. 8)
can be written as

ΠviscU
(
U,x +Λ 1

2 U
) = 0, (52)



                

584 STORTI, D’EĹIA AND IDELSOHN

FIG. 8. Mode amplitude for the pure viscous modes.

where

Λ
1
2 = diag

0, . . . ,0︸ ︷︷ ︸
Ninv

,
√

λNinv+1, . . . ,
√

λNslab

 , (53.a)

ΠviscU = [
0Nvisc×Ninv I Nvisc×Nvisc

]
. (53.b)

ΠviscU is the projection matrix on the subspace spanned by the viscous modes in theU
basis. Coming back to theφ basis, we obtain

Πvisc(φ,x + Fabsφ) = 0 at x = +L, (54)

where

Πvisc = ΠviscU S−1, (55.a)

Fabs = SΛ
1
2 S−1, (55.b)

and, similarly, upstream,

Πvisc(φ,x − Fabsφ) = 0 at x = −L. (56)

Πvisc is the same projection operator asΠviscU but now in theφ basis. On the other hand,
for the inviscid modes the conditions are

Πinvφ,x = Πinvφ = 0 at x = −L, (57)

where, analogously to (53.b) and (55.a)Πinv is defined as

Πinv = [
I Ninv×Ninv 0Ninv×Nvisc

]
S−1, (58)

and none atx = L (Fig. 9). In total, we haveNslab+ Ninv equations upstream andNslab− Ninv

downstream, making a total of 2Nslab which is correct, since we have a system ofNslab

second-order ODEs.
TheFabs matrix is full, so that the ODEs are fully coupled at the boundaries. This is a

characteristic of higher order absorbing boundary conditions, as the DtN [13]. “Nonlocal”
in the DNL acronym, stands for this fact.
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FIG. 9. Mode amplitude for the inviscid modes.

6. DISCRETE RADIATION BOUNDARY CONDITION

Now we will consider the full discretization of the wave-resistance problem for a pressure
perturbation on a 1D structured grid. We mean by this a mesh which is composed of identical
layers of nodes on planes at positionsxJ = J1x. The generating mesh in the channel section
can be nonstructured and completely general. Afterwards, we will see that the extension
to the general case, with a ship, or any other kind of obstacle, and a nonstructured mesh
around it is very simple, provided that the mesh is 1D-structured far downstream and far
upstream (|x| > L) for a certainL.

The obvious way is to proceed to a 1D discretization of (12) by finite elements and
a second-order approximation to Eqs. (54), (56), (57). This is straightforward, is briefly
described in the next section, and will be called in the following the “partially discrete”
approach. Another possibility is to discretize the interior governing equation (12) and then
to design an absorbing boundary condition for the resulting system of difference equations.
This is explained in Section 6.2, where it is explained in the context of the Helmholtz
equation and the extension to potential flow with free surface is summarized. We term this
approach the “fully discrete” one. It turns out to be that 1D discretization and the design of
the absorbing boundary condition “do not commute” and the resulting discrete absorbing
boundary conditions are different (see Fig. 11). We will show that the partially discrete
alternative gives some amount of reflection due to the numerical error introduced in the
wave number, and then, the fully discrete alternative is strongly recommended.

6.1. Partially Discrete Approach

Finite element 1D discretization of (12) gives

Aφ J+1 − 2BφJ + Aφ J−1 = 1x2G̃J, (59)

where

A = M̃ − 1

6
1x2K,

B = M̃ + 1

3
1x2 K, (60)

G̃J = 1

6
(GJ+1 + 4GJ + GJ−1).

The boundary conditions (54), (56), can be discretized with a second-order approximation
to the first derivative by means of a fictitious layer (see Fig. 10). LetN be the last node
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FIG. 10. Second-order approximation to the artificial boundary condition.

layer of the mesh (so thatxN = L) and letN + 1 be the fictitious layer; then the discrete
version of the boundary condition is

Πvisc

(
φN+1 − φN−1

21x
+ Fabsφ

N

)
= 0,

(61)
Aφ N+1 − 2BφN + Aφ N−1 = 0,

where we added the “interior” governing equation forJ = N in order to balance the number
of equations and unknowns. Note that we assumedG̃N = 0 due to (8). Similarly, at the left
end we have

Πvisc

(
φ−N+1 − φ−N−1

21x
− Fabsφ

−N

)
= 0,

Aφ−N+1 − 2Bφ−N + Aφ−N−1 = 0,
(62)

Πinvφ
−N = 0,

Πinv

(
φ−N+1 − φ−N−1

21x

)
= 0.

Do not confuse the order of approximation to the semi-discrete boundary conditions (54),
(56) with the order of the boundary condition itself. Usually, absorbing boundary conditions
are classified as first order, second order, etc., depending on the order of expansion with
respect to the angle of incidence of a plane wave with respect to the normal to the boundary.
In this respect, this boundary condition is exact like the DtN in the sense that it is fully
absorbent under mesh refinement.

6.2. Fully Discrete Approach

Now consider again the discrete Helmholtz equation as described in Section 4.2, whose
absorbing boundary condition is (38). Discretization by FEM on a mesh of constant mesh
step1x gives

φ j +1 − 2φ j + φ j −1

1x2
− 1

6
λ(φ j +1 + 4φ j + φ j −1) = 0. (63)
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Second-order discretization of the absorbing boundary condition aboutxN with a fictitious
nodeN + 1 leads to

φN+1 − φN−1

21x
− ikφN = 0, (64.a)

φN+1 − 2φN + φN−1

1x2
− 1/6λ(φN+1 + 4φN + φN−1) = 0, (64.b)

whereN + 1 corresponds to the fictitious node. The interior equation (64.b) for the nodeN
equation is added in order to balance the number of equations and unknowns. Eliminating
the potential at the fictitious node,

φN = fPDφN−1, (65)

where

fPD =
(

1 − 1
3λ1x2

1 + 1
6λ1x2

− ik1x

)−1

. (66)

The “fully discrete” alternative shown in Fig. 11 is to find the general solution to the
difference equation (63) in the form

φ j = aµ
j
+ + bµ

j
−, (67)

whereµ± are solutions of the characteristic equation

Aµ2 − 2Bµ + A = 0, (68)

with

A =
(

1 + 1

6
k21x2

)
, B =

(
1 − 1

3
k21x2

)
. (69)

Bothµ± are complex conjugate and of unit modulus; see Fig. 13. The perturbation analysis
shows thatµ+ movesinsidethe unit circle for a small dissipative term, whereasµ− moves
outside, so that we retain theµ+ component in (67) and satisfy the boundary condition

φN = fFDφN−1, (70)

FIG. 11. Schematic description of the “partially” and “fully” discrete versions of the boundary condition.
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FIG. 12. Discrete coefficient of reflection for the 1D Helmholtz equation.

where

fFD = µ+. (71)

Now, in order to compute the reflection coefficient for a given boundary condition we
insert the general solution (67) in the boundary condition in the form (65) or (70) and obtain
a linear relationship between the amplitude of the incoming waveb to the outgoing wavea:

R =
∣∣∣∣b

a

∣∣∣∣ =
∣∣∣∣µN

+
µN−

1 − f µ−1
+

1 − f µ−1
−

∣∣∣∣ =
∣∣∣∣1 − f µ−1

+
1 − f µ−1

−

∣∣∣∣. (72)

It is clear now from this and (71) that the fully discrete boundary condition gives a null
reflection coefficient, whereas the partially discrete one (65), (66) suffers from some amount
of reflection which is computed from (72), (66) and plotted in Fig. 12. This reflection is
purely numericalR∝ (k1x)2 for smallk1x, and for the critical wave number, where the
wave becomes evanescent, it reaches the maximum value of 100% reflection. The “fully

FIG. 13. Roots of the characteristic discrete equation.
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discrete” approach is then adopted. The term “discrete” in the name of the method stands
for this particular way of obtaining the absorbing boundary condition by the straightforward
solution of the system of discrete equations.

In conclusion, the “fully discrete” version of the absorbing boundary condition for the
potential flow problem with a free-surface is given by

Πvisc
(
φN − FFDφN−1

) = 0,

Πvisc
(
φ−N − FFDφ−N+1

) = 0, (73)

Πinvφ
−N = Πinvφ

−N+1 = 0,

where

FFD = S diag

0, . . . ,0︸ ︷︷ ︸
Ninv

, µ+
Ninv+1, . . . , µ

+
Nslab︸ ︷︷ ︸

Nvisc

 S−1,

and

µ+
k = ξk −

√
ξ2

k − 1

ξk = 1 + 1
31x2λk

1 − 1
61x2λk

 for k = Ninv + 1, . . . , Nslab. (74)

7. IMPLEMENTATION DETAILS

7.1. Nonstructured Meshes and Nonconstant Base-Flow Velocity Vector

The method was described for structured grid and constant base-flow in thex direction,
but it only needs these restrictions to apply several layers near the upstream and downstream
boundaries (see Fig. 14), allowing a nonstructured mesh and nonconstant flow in a certain
region near the ship. Once those layers are available, the matricesA andB can be evaluated
andFFD andΠvisc are computed in order to impose conditions (73), (74).

7.2. Numerical Computation of the Eigen-Decomposition (16)

In practice, we found it preferable to compute the absorption matrix directly by eigen-
decomposition ofA−1B (rather than withM−1K). A standard FEM code (with standard
boundary conditions, say Neumann, at the inlet/outlet planes) computes the matrix system
with the free surface term. As no numerical dissipation term is added, the free surface term
can be easily cast in a weak form. (This point is important for the finite element formulation).
MatricesA andB are extracted, andA−1B and its eigen-decomposition is computed as a
full matrix. This works rather as a black box on matricesA andB. The term “algebraic”
for the method stands for this. We used the standard LAPACK routines DGECO, DGESL,
and DGEEVX to perform inversions and eigen-decompositions. As the size of the matrices
is one dimension lower, this part of the computations is not relevant regarding CPU time
and RAM requirements.

7.3. FEM System Solution; Effects of Shifting the Boundary Conditions

Regarding the additional cost when solving the global FEM system matrix by a typical
direct skyline solver, note that the resulting absorbing matrix is full, i.e. connecting all the
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FIG. 14. Unstructured mesh with structured layers upstream and downstream.

degrees of freedom on the two first structured layers (marked as−N and−N + 1 in Fig. 14),
and also on the last two (marked asN − 1 andN). This represents some local increase in
the bandwidth but the overall increase in RAM requirement is negligible.

However, there is a practical problem related to the shifting of the boundary conditions
from the downstream boundary to the upstream one (see Fig. 15). Considering a mesh like
that in Fig. 14, the degrees of freedom are numbered from left to right. At the left in Fig. 15 we
see the symmetric structure of the matrix for the problem with standard Neumann boundary
conditions at the left and right boundaries. Then the proposed boundary conditions imply
the deletion of some rows corresponding to the inviscid modes downstream and adding

FIG. 15. Effect of shifting boundary conditions from downstream to upstream.
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the same number of rows upstream. There are two possibilities, replacing the deleted rows
by the new equations and leaving the ordering of the equations unaltered, or putting the
new equations on top. This last possibility is shown in the figure. Note that this causes a
shift of the main diagonal of the system matrix and it is likely that some elements in the
new diagonal could be null, which in turns suggests that some null pivots could be found
during elimination. The first possibility has the same drawback. Another alternative is to
solve the original system which, in addition, is symmetric, taking into account the fact that
Ninv equations have been modified by adding an unknown right-hand side. The system is
solved forNinv right-hand sides with each one having unity in the corresponding modified
equation and zero in the others. The solution is then found as a linear combination of these
solutions and imposing the relaxed equations on this combination. This leads to aNinv × Ninv

system of linear equations that determines the coefficients in the expansion. We call this
method “superposition” and has the advantage that the cost and structure of the solution
for each of theNinv right-hand sides is the same as a standard finite elements problem
with standard boundary conditions, like the Laplace operator, for instance. Moreover, the
proposed boundary conditions can be put in such way that the resulting matrix is symmetric,
with a significant reduction in the RAM requirement. However, the system to be solved is
singular for a certain discrete set of Froude numbers. In practice, one computes the drag or
wave pattern for a certain set of Froude numbers, and it is unlikely that one of these would
coincide with one of the singular Froude numbers. Details of this are described in [5]. See
also the numerical example for the submerged cylinder [Section 8.1.3].

7.4. Wave Resistance Calculation

The energy spent by the ship against the wave-resistance is emitted in the form of gravity
waves that form the wave pattern. This means that we can compute the drag by integrating
the momentum flux density on a plane section downstream and this is the form in which the
wave resistance is separated from the total resistance in experiments (see [7]). After some
manipulation, it can be shown [4–6] that the expression is

Fx = −1

2
ρ

∫
6out

(
φ2

,x − φ2
,y − φ2

,z

)
dS+ 1

2
ρg

∫ +L y

y=−L y

η(xout, y, 0)2 dy, (75)

and the discrete version is

Fx = 1

2
ρ

Ninv∑
j =1

b2
j

(
φT

j Kφ j
)
, (76)

whereφ j is the j th eigenvector of system (16), i.e. thej th column of matrixS, andbj is
the “amplitude” for thej th inviscid mode, defined by

U j = bj sin(
√|λ j |x + γ j ), (77)

whereγ j are arbitrary phases. It is obvious from this expression that it is independent of
the position of the boundary and that a positive drag is always assured. This is a great
advantage over Dawson-like methods based on numerical viscosities, which compute the
wave-resistance by straightforward integration of pressure forces over the hull [3].



                  

592 STORTI, D’EĹIA AND IDELSOHN

8. NUMERICAL EXAMPLES

8.1. Two-Dimensional Examples

8.1.1. Submerged dipole (infinitesimal cylinder).The problem of a submerged cylinder
has an analytical solution in the limit of very small radius, in which case the cylinder can
be replaced by a dipole (see Fig. 16). Moreover, the drag calculation has been performed
by computing the perturbation in pressure produced by the submerged dipole without free
surface and applying this extra pressure as an equivalent hovercraft problem. The extra
pressure is

1P(x) = −2ρU2
∞b2 Re

{
1

(x + i f )2

}
, (78)

where f is the depth of the cylinder andb is its radius (here it enters only through the
intensity of the dipole). The analytical expression for the drag is [6,22]

Cw = 4π2(b/ f )3Fr−6 e−2/Fr2, (79)

where Fr is the Froude number based on depth; i.e., Fr=U∞/
√

g f . In the figure we plot
(b/ f )3Cw which depends only on Fr. This is an interesting case in the sense that the
pressure perturbation does not have compact support; i.e. it extends to infinity. However,
it decays∝|x|−2, and we see that the agreement is good. The mesh was structured with

FIG. 16. Drag curve for the submerged dipole (cylinder with diameterb¿ f ). The drag coefficient is nor-
malized tob/ f = 1.
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FIG. 17. Drag curve for the parabolic pressure distribution.

2× 240(x) × 20(z) triangular elements covering the rectangle|x| < 6,−3< z< 0 ( f = 1).
The mesh was refined near the surface in such a way that1zbottom/1zsurface= 10.

8.1.2. Parabolic pressure distribution.This is another 2D example, for a prescribed
pressure distribution of the form

1P =
{

1 − (x/a)2 for |x| < a;
0 for |x| > a.

(80)

The analytical drag coefficient is [6]

Cw = 16
(Ka cosKa − sinKa)2

(Ka)3
, (81)

whereKa = 1/Fr2, and the Fr number is taken based ona (see Fig. 17).

8.1.2.1. Invariance of the discrete solution with boundary position.This pressure dis-
tribution has compact support and, then, we can check that the solution is independent of
the position of the boundary condition, as was asserted at the end of Section 6. To ver-
ify this, we modeled the problem at Fr= 0.8 with two FEM meshes. The first one has
2× 80× 10 triangular elements with1x = const and1zbottom/1zsurface= 10, covering the
region−6< x < 2,−3< z< 0. The second one is identical to this one, but it has been pro-
longed downstream tox = 6 with 40 additional element layers, keeping the same1x. We
can see in Fig. 18 the potential on the free surface versusx for both meshes. Both coincide
to machine precision in the overlapping region.
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FIG. 18. Invariance of the discrete solution with the position of the absorbing boundary condition.

8.1.2.2. Constancy of elevation.In 2D problems, the trailing elevation wave is a sinu-
soid of constant amplitude far downstream. Numerical viscosity damps this wave, and then
constancy of the trailing wave amplitude is a measure of the precision of the method. In
Fig. 19, we can see the trailing wave for the parabolic pressure distribution fora = 1 at
Fr= 0.5 for a mesh similar to the previous ones, but extended tox = 10. No damping is
observed qualitatively. A detailed analysis shows thatthe nodal amplitudes remain constant
to machine precision.

8.1.3. Submerged cylinder.This is the case of a cylinder of finite radiusb at a depth
f = 4bto its axis in a channel of depthH = 2 f (see Fig. 20). The mesh is a typical “O” mesh
around the cylinder, with two additional structured layers at the inlet and outlet planes. The
purpose of this numerical example is to show a case where the mesh is not fully structured.
The drag coefficient has been normalized with a factor(b/ f )3, to make it comparable with
the infinitesimal radius (dipole) case. The resulting drag curve is very similar to that one
for a dipole. The drag was computed for 500 values of Fr in the range 0.5< Fr< 1 and we
show also the condition number of the linear system (see Fig. 21). We see that, as discussed
in Section 7.3, the system is singular at a discrete set of Froude numbers. For very small
Froude numbers the condition number growths indefinitely. We do not have a satisfactory
explanation for this, but we stress the fact that the Froude number range for which we obtain
valid results covers the range of practical interest and is wider than those for other methods.

8.2. 3D Examples

8.2.1. Wigley hull. The drag curve for the Wigley model 1805 A is shown in Fig. 22.
The hull shape for this model is defined byy = ±(1 −x2/64)(1− 0.6x2/64)(1− z2) for
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FIG. 19. Free surface elevation showing that the amplitude of the trailing wave is not damped.

FIG. 20. Wave resistance coefficient for a submerged cylinder in a channel of finite depth.
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FIG. 21. Condition number for the submerged cylinder.

FIG. 22. Drag curve for the Wigley hull.
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FIG. 23. Drag curve for the rectangular pressure distribution.

|x| < 8,z> −1. The drag coefficient is defined as

Cw = 250

π

Fx

Ä
2/3
shipρU2∞

, (82)

whereÄship= 452
75 is the volume of the ship. The FEM mesh had 50(x) × 13(y) × 13(z) =

8450 elements, and the result is in good agreement with results found in the literature
[1,7]. Note that a whole set of secondary maxima is cleanly captured, extending to Froude
as low as 0.1. In the other extreme, Froude numbers as high as 1.2 are computed without
problems, whereas standard methods like those derived from Dawson suffer from reflections,
especially at high Froude numbers.

8.2.2. Rectangular pressure distribution.We consider a uniform rectangular pressure
distribution of widthB and lengthL, such thatL/B = 3

2, for which experimental and an-
alytical results are reported in [7]. This case is interesting, since it is purely 3D and large
oscillations in the drag curve at small Froude numbers are expected, due to the disconti-
nuity in the pressure distribution. The mesh had 30(x) × 15(y) × 10(z) = 4500 elements
(see Fig. 23). Coincidence with results reported in [7] are very good. Whereas only the max-
imum around Fr= 0.33 is shown in those results, we here capture two additional maxima
at Fr= 0.215 and 0.255, approximately.

9. CONCLUSIONS

A discrete nonlocal (DNL) absorbing boundary condition for the wave resistance problem
has been presented. It is based on an eigen-decomposition of the system of ODEs that
results from partial discretization in the transversal section of the governing equations.
By construction, the numerical solution is independent of the position of the absorbing
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boundary. Even if this is a well-known result for exact boundary conditions on a wide range
of problems such as Helmholtz equations, elasticity equations in the frequency domain or
the sea-keeping problem [17], it has not been reported in the literature for the specific case
of the wave-resistance problem. As no numerical viscosity is used, the wave-resistance can
be computed from a momentum flux balance and positive wave resistances are guaranteed.
Drag curves computed with this method exhibit very well-defined secondary maxima, and
computations can be carried out for a wide range of Froude numbers.

APPENDIX 1: NEUMANN BOUNDARY CONDITION AT THE BOTTOM

Considering now the case of Neumann boundary condition at the bottom, then it is easy
to show that the associated matrix for the Laplace operator on a typical section is only
semidefinite positive, since the vector

v1 = c[1 1 . . . 1], (83)

representing a constant potential field

v1(y, z) =
∑

j

v1 j Nj (y, z) = c, (84)

is an eigenvector with null eigenvalue forK, i.e.,

Kv1 = 0. (85)

In order to have a unit vector we choosec= N−1/2
slab . This is the only eigenvector with null

eigenvalue ofK, so that completing to an orthonormal basis{v j }Nslab
j =1

VTV = I, V = [
v1 v2 . . . vNslab

]
, (86)

and making the change of variables

φ = Vψ, (87)

system (12) reads now

M̃ψψ,xx − Kψψ = Gψ(x), (88)

where theψ subindex stands for matrices and vectors in that basis. Matrices and vectors
are block split in the subspace “0” spanned by the null eigenvectorv1 and the subspace “+”
spanned by the rest{v j }Nslab

j =2 , so that

Kψ = V−1KV =
[

0 01×Nslab

0Nslab×1 K++
ψ

]
,

(89)

M̃ψ = V−1M̃V =
[

M̃
00
ψ M̃0+

ψ

M̃+0
ψ M̃++

ψ

]
,
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and

Gψ = V−1G =
[

G0
ψ

G+
ψ

]
.

The j, kth element ofKψ is v j · K · vk, so that its first column is null by (85). By symmetry,
the first row is also null. Equation (88) in split form reads

M̃00
ψ ψ0

,xx + M̃0+
ψ ψ+

,xx = G0
ψ, (90.a)

M̃+0
ψ ψ0

,xx + M̃++
ψ ψ+

,xx − K++
ψ ψ+ = G+

ψ. (90.b)

AssumingM̃00
ψ 6= 0 (we will discuss this assumption later), we can eliminateψ0 and arrive

at

M̃ ∗ψ+
,xx − K++

ψ ψ+ = G∗, (91)

which is an equation forψ+, where

M ∗ = M̃++
ψ − (

M̃00
ψ

)−1
M̃+0

ψ M̃0+
ψ is symmetric

K++
ψ is symmetric and positive definite (92)

G∗ = G+
ψ − (

M̃00
ψ

)−1
G0

ψM̃+0
ψ .

Due to these properties, an eigenvalue decomposition like (16) applies for the pairK++
ψ , M ∗.

The analysis for this reduced system follows as for the case of the null Dirichlet condition
at the bottom and appropriate absorbing boundary conditions can be found. It remains to
determine the appropriate boundary conditions for theψ0 mode. Coming back to (90.a) and
solving forψ0, we obtain

M̃00
ψ ψ0

,xx = G0
ψ − (

M̃+0
ψ ψ+

,xx

)
, (93)

whose solution is

ψ0 = (
M̃00

ψ

)−1
(∫ x

0

∫ x′

0
G0

ψ(x′′) dx′′ dx′ − M̃+0
ψ ψ+

)
+ ax + b. (94)

The b term represents a constant potential and can be dropped. Theax term represents
a potential constant on the channel section and varies linearly along the channel. This is
equivalent to a change in the uniform base velocity compensated by a uniform raise in
surface elevation, and it can also be dropped, so that no particular boundary condition has
to be imposed for this “mode.”

Now we discuss the implications of the restrictioñM00
ψ 6= 0. It can be seen that̃M00

ψ = 0
when the channel is at a critical regime, i.e. when FrH = 1, because

M̃00
ψ =

Nslab∑
jk=1

M̃ jkv1 j v1k,

(95)

=
∫

6yz

v2
1(y, z) dy dz− K −1

∫
6free 0

v2
1(y, 0)dy.
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But v1(y, z) = const= N−1/2
slab , so that

M̃00
ψ = (L y/Nslab)(H − K −1), (96)

and this is null when FrH =U∞/(gH)1/2 = 1. Usually, we are interested in the range FrL < 1,
and FrH = (L/H)1/2FrL , so that it is enough to take a mesh withH several times larger
than the ship lengthL, in order to haveM̃00

ψ 6= 0 in the range FrL < 1. Anyway, note that
the analysis breaks down at a single Froude number, which proves the general applicability
of the DNL methodology for deriving absorbing boundary conditions for a wide range of
physical problems. Moreover, the fact that the decomposition proposed above breaks at
FrH = 1 does not spoil the DNL methodology itself, since an alternative representation of
the system may be found, appropriate for the DNL analysis. However, for reasons of space
we will not discuss this point further here.

APPENDIX 2: THE NUMBER OF “INVISCID” AND “VISCOUS” MODES

For simplicity, we will consider the case of Dirichlet conditions at the bottom of the
channel, so that matrixK is positive definite. Due to theSylvester’s inertia theorem[23] the
number of positive and negative eigenvalues of system (16) remains the same if the matrix
K is replaced by another positive definite symmetric matrix. We then replaceK by M and
let W andB be a solution for the eigenvalue problem

M freeW = MWB, (97)

with W real and nonsingular andB real and diagonal,B = diag{β1, . . . , βNslab}. M free is
positive semi-definite and has rankNfree, whereNfree is the number of nodes in the slab that
are on the free surface, so that there areNfree positive eigenvalues and the rest is null; then
we assume

β j > 0 for 1 ≤ j ≤ Nfree,
(98)

β j = 0 for Nfree < j ≤ Nslab.

Then,

M̃w j = (
M − K −1M free

)
w j ,

= Mw j − K −1β j Mw j , (99)

= (
1 − K −1β j

)
Mw j ,

so that the eigenvalues ofM−1M̃ are of the form 1− K −1β j . As stated above, they
are all positive for Fr small enough (K large). More precisely, they are all positive for
Fr≤ 1/

√
βminLship, whereβmin = minNfree

j =1β j . The number of negative eigenvalues increases
monotonically with Fr, and for Fr> 1/

√
βmaxLship there is a constant number ofNfree

negative eigenvalues.
We can estimate roughly the value ofβmin from a simplified 2D analysis. In the 2D case

the slab contains onlyNfree= 1 nodes at the free surface and theM free andM matrices are
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of the form (assume constant size elements of length1z= H/Nslab)

M free =


1 0 . . . 0
0 0 . . . 0
...

...
. . .

...

0 0 . . . 0

 , M = 1z



1
3

1
6 0 . . .

1
6

2
3

1
6 0 . . .

. . .
. . .

. . .

0 1
6

2
3

1
6

0 1
6

1
3


. (100)

The first diagonal element of̃M is 1
31z− K −1 and changes sign atK −1 = 1

31z, so that
βmin ∼ 3/1z, and we may estimate that the eigenvalues change sign somewhere near
Fr∼ (1z/3Lship)

1
2 . Combining these results with that found in Appendix 1, we determine

a range of Fr where the FEM calculation applies,

(
1z

3Lship

) 1
2

& Fr &

(
H

Lship

) 1
2

. (101)

This range is broad enough for applications. The Froude numbers of interest rarely exceed
unity, neither do they go below Fr= 0.1. As FEM meshes may be be refined exponentially
towards the surface, we can get1z small enough at the surface andH À Lship, so that
restrictions (101) are satisfied.
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