The intrinsic time for the streamline upwind/Petrov–Galerkin formulation using quadratic elements
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In this paper the functions of the Péclet number that appear in the intrinsic time of the streamline upwind/Petrov–Galerkin (SUPG) formulation are analyzed for quadratic elements. Some related issues such as the computation of the characteristic element length and the introduction of source terms in the one-dimensional model problem are also addressed.

1. Introduction

Besides the interest of the advection-diffusion equation as a mathematical model for several physical phenomena, it represents the starting point for the development of numerical methods for the approximate solution of more complicated transport equations. When the convective terms of these equations become important, the standard Galerkin formulation fails and numerical oscillations occur. These oscillations can only be avoided after a drastic refinement of the finite element mesh. The lack of stability that the Galerkin formulation shows in those cases is the common explanation for the nonphysical behaviour of the numerical solution, although an examination of the analytical solution of the discrete equations obtained for the one-dimensional convection-diffusion equation shows the same problem.

The streamline upwind/Petrov–Galerkin (SUPG) method introduced by Hughes and Brooks [1,2] is known to be one of the most efficient procedures for solving convection-dominated equations (for an overview of this method, see [3]).

Our original interest was the development of numerical methods for the solution of the incompressible Navier–Stokes equations using a mixed formulation in velocities and pressures. It is well known that the interpolation spaces of these two fields must satisfy the so-called Babuška–Brezzi conditions [4,5] (see also [6]). The simplest elements that verify these conditions are quadratic in velocities. Nevertheless, quadrilateral elements with a bilinear interpolation in velocities and constant pressure have been successfully used in [7] and their possibilities analyzed [8]. This, together with the aim of applying the SUPG approach, led us to this work, for which preliminary results have been presented in [9].

The original SUPG formulation has undergone several recent improvements that are not considered here, such as the introduction of discontinuity-capturing terms [10–12] or the use of the discontinuous Galerkin method in time [13]. The Galerkin/least squares method described in [14] which allows the circumvention of the Babuška–Brezzi conditions [15] is not considered either. However, all these modifications of the SUPG method share the requirement of a
certain parameter, usually called intrinsic time, for which proper evaluation greatly influences the accuracy (not the stability) of the numerical solution obtained. Since the very early developments of the SUPG and other Petrov–Galerkin methods for the solution of advection-diffusion equations, the 'optimal' expression for this parameter in terms of the element Péclet number was known for linear elements [16]. Approaches other than the SUPG formulation using quadratic elements have been studied [17, 18]. However, for this one it seems that an 'optimal' intrinsic time for quadratic elements is missing, although using one half of the optimal value for linear elements has been proposed [19]. This choice will be justified in this paper.

An outline of the paper is as follows. In Section 2 a short review of the SUPG method is presented. In Section 3 we derive the expressions of the functions that define, in some sense, optimal intrinsic times for one-dimensional quadratic elements. This results in different expressions of these parameters for the different nodes of the element. The possibility of using a unique intrinsic time is then considered. New expressions for the functions are obtained for hierarchic one-dimensional quadratic elements. This section ends with the proof that optimality is maintained if certain source terms are introduced in the one-dimensional model equation. In Section 4 the extension to multidimensional situations is presented. We propose a methodology for computing the characteristic length of the element and notice the difficulties inherent in the use of different intrinsic times for the different nodes of the element. In Section 5 several numerical examples are discussed, both for one-dimensional and two-dimensional problems. Finally, some conclusions are drawn.

2. The basis of the SUPG formulation

2.1. The continuous problem

Let \( \Omega \) be an open bounded domain of \( \mathbb{R}^N \) (\( N = 1, 2, 3 \)) and \( \Gamma = \partial \Omega = \Gamma_D \cup \Gamma_N \) with \( \Gamma_D \cap \Gamma_N = \emptyset \). Consider the convection-diffusion equation

\[
\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi - \text{div}(K \cdot \nabla \phi) = Q, \quad x \in \Omega, t \in ]0, T[, T > 0, \tag{2.1}
\]

where \( \phi = \phi(x, t) \) is the unknown function, \( u = u(x, t) \) is the velocity field, \( K = K(x, t) \) is the diffusion tensor, and \( Q \) is the source term. The boundary and initial conditions for (2.1) are

\[
\phi(x, t) = f(x, t), \quad x \in \Gamma_D, t \in ]0, T[, \tag{2.2}
\]

\[
n \cdot K \cdot \nabla \phi = h(x, t), \quad x \in \Gamma_N, t \in ]0, T[, \tag{2.3}
\]

\[
\phi(x, 0) = \phi_0(x), \quad x \in \Omega. \tag{2.4}
\]

In these equations \( f, h \) and \( \phi_0 \) are given functions and \( n \) is the unit outward normal to \( \Gamma \).

Although it is possible to discretize the above problem both in space and time using finite elements [13, 20–22], we will consider the finite element discretization only in space. This results in an ordinary differential equation in time that can be solved numerically using finite elements or finite differences. For this reason, the variational form of problem (2.1)–(2.4) will be written as follows.

If for a given \( t \in ]0, T[ \) the function \( g(x, t) \) belongs to a space \( \mathcal{H} \) of functions defined on \( \Omega \), the mapping \( t \mapsto g(\cdot, t) \) from \( ]0, T[ \) to \( \mathcal{H} \) will also be denoted by \( g(t) \). Consider the following function spaces:
\[ \mathcal{V} := H^1(\Omega) , \]  
\[ \mathcal{V}(g) := \{ \varphi \in H^1(\Omega) \mid \varphi - g \text{ on } \Gamma_D \} , \]

where \( g \) is a given function. The weak form of \((2.1)-(2.4)\), imposing the initial condition in a strong form, is: given \( \phi_0 \in L^2(\Omega) \) and \( Q : \mathcal{Q}_0, T[0 \rightarrow L^2(\Omega)] \), find \( \phi : \mathcal{Q}_0, T[0 \rightarrow \mathcal{V}(f)] \) such that

\[ \frac{d}{dt} (\phi(t), v) + a(\phi(t), v) = l(v) \quad \forall v \in \mathcal{V}(0) , \]

\[ \phi(0) = \phi_0 , \]

where \((\cdot, \cdot)\) denotes the inner product of \( L^2(\Omega) \), \( a(\cdot, \cdot) \) is the bilinear form

\[ a(\varphi, v) = \int_{\Omega} (v u \cdot \text{grad } \varphi + \text{grad } v \cdot K \cdot \text{grad } \varphi) \, d\Omega \]

and \( l(\cdot) \) the linear form

\[ l(v) = \int_{\Omega} v Q \, d\Omega + \int_{\Gamma_N} v h \, d\Gamma . \]

### 2.2. Finite element discretization

Let \( \{ \Omega^e \} \) be a finite element discretization of the domain \( \Omega \), with index \( e \) ranging from 1 to the number of elements \( \text{NE} \). Consider the spaces

\[ \mathcal{V}^h := \{ \varphi \in \mathcal{V} \mid \varphi_{|\Omega^e} \in P_k(\Omega^e) \} , \]

\[ \mathcal{V}(g)^h := \{ \varphi \in \mathcal{V}(g) \mid \varphi_{|\Omega^e} \in P_k(\Gamma^e) \} , \]

where \( P_k(\Omega^e) \) is the set of polynomials of degree at most \( k \) on \( \Omega^e \). The semidiscrete form of \((2.7), (2.8)\) using the SUPG method is: find \( \phi^h : \mathcal{Q}_0, T[0 \rightarrow \mathcal{V}(f)^h] \) such that

\[ \frac{d}{dt} (\phi^h(t), v) + a_h(\phi^h(t), v) = l_h(v) \quad \forall v \in \mathcal{V}(0)^h , \]

\[ \phi^h(0) = \phi_0 , \]

where

\[ (\varphi, v)_{su} = (\varphi, v) + \sum_{e=1}^{\text{NE}} \int_{\Omega^e} \tau u \cdot \text{grad } v \varphi \, d\Omega , \]

\[ a_{su}(\varphi, v) = a(\varphi, v) + \sum_{e=1}^{\text{NE}} \int_{\Omega^e} \tau u \cdot \text{grad } v[u \cdot \text{grad } \varphi - \text{div}(K \cdot \text{grad } \varphi)] \, d\Omega , \]

\[ l_{su}(v) = l(v) + \sum_{e=1}^{\text{NE}} \int_{\Gamma^e} \tau u \cdot \text{grad } v Q \, d\Gamma . \]

- The parameter \( \tau \) in \((2.15)-(2.17)\) is called intrinsic time. It will be written as

\[ \tau^e = \frac{\alpha^e h^2}{2 \| \mathbf{u}^e \|} , \]
where the superscript $e$ refers to elemental values. Here, $u^e$ is a characteristic velocity of the element, $\|u^e\| = (u^e \cdot u^e)^{1/2}$, $h^e$ is a characteristic length and $\alpha^e$ is a nondimensional parameter the expression of which will be discussed in the next section.

**REMARKS 2.1.** (1) For typical $C^0$ finite elements, $\tau u \cdot \text{grad } v$ will be discontinuous across interelement boundaries. Since $K \cdot \text{grad } \phi^h$ will also be discontinuous, the sum of integrals in (2.16) cannot be expressed as a global integral over $\Omega$. The Euler–Lagrange equations for (2.13) are precisely (2.1) and the boundary conditions (2.2) and (2.3) (essential and natural, respectively) together with the additional condition of diffusive-flux continuity across interelement boundaries [2].

(2) For rectangular bilinear elements in 2-D or trilinear elements in 3-D, with $K_\mu = K\delta_{ij}$, $K$ being a positive constant and $\delta_{ij}$ the Kronecker delta, we have that $\text{div}(K \cdot \text{grad } \phi^h) = K \Delta \phi^h = 0$ within each element. This is always the case with linear triangles or tetrahedra. However, this term cannot be neglected if quadratic elements are used.

(3) Equation (2.13) is obtained weighting (2.1) and (2.3) with the function

$$w = u + \tau u \cdot \text{grad } v$$

(2.19)

with $\tau u \cdot \text{grad } v$ affecting only the element interiors. Only the diffusive flux multiplied by $v$ can be integrated by parts (using the divergence theorem).

### 2.3. Convergence analysis

One of the main attributes of the SUPG formulation for the convection-diffusion equation is that a complete convergence analysis can be performed. This was done in [13, 23], using the discontinuous Galerkin method in time.

The purpose of this subsection is only to see how the intrinsic time fits in this analysis. For that, we can consider the steady-state problem in (2.1)–(2.3) and the corresponding discrete weak form: find $\phi^h \in V^h(f)$ such that

$$a_w(\phi^h, v) = l_w(v), \quad \forall v \in V^h(0).$$

Assuming $K_\mu = K\delta_{ij}$ in (2.1), with $K > 0$, the following error estimate can be proved [13]:

$$\|\phi^h - \phi\|_{k+1} \leq C h^k \|\phi\|_{k+1},$$

(2.21)

where $\phi$ is the solution of the continuous problem, $C$ is a constant, $h$ is the mesh parameter, $\|\cdot\|$ is the norm of the Sobolev space $H^k(\Omega)$, $k$ the degree of the complete polynomial of $V^h$ and $\|\cdot\|_0$ is the norm defined by

$$\|w\|_0 := \sqrt{K} \|\text{grad } w\|_0 + \sqrt{h} \|u \cdot \text{grad } w\|_0 + \|w\|_0.$$ 

What is important for us is that to prove (2.21), the intrinsic time defined in (2.18) must verify the following conditions:

$$\tau^e \leq \begin{cases} C_1 \left(\frac{h^*}{K}\right)^2, & \text{if } K > h^* \|u^e\|, \\ C_2 \frac{h^*}{\|u^e\|}, & \text{if } K < h^* \|u^e\|, \end{cases}$$

(2.23)

(2.24)
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where $C_1$ and $C_2$ are constants. Now, let us define the element Péclet number as

$$\gamma^e := \frac{\|a^e\| h^e}{2K^e}, \quad (2.25)$$

where the superscript $e$ in $K$ has been introduced to include the possibility of nonconstant diffusion. From (2.23) and (2.24) it can be seen that if $a^e$ in (2.18) is a function of $\gamma^e$ (i.e., $a^e = a(\gamma^e)$) then, a necessary condition for (2.21) to hold is

$$a(\gamma^e) = O(\gamma^e) \quad \text{as} \quad \gamma^e \to 0, \quad (2.26)$$

$$a(\gamma^e) = O(1) \quad \text{as} \quad \gamma^e \to \infty, \quad (2.27)$$

where $O$ stands for 'order'. As will be seen in the following section, the functions $a$ we will obtain satisfy (2.26) and (2.27).

**Remark 2.2.** In [13], $\tau^e$ is set to zero when $K > h^e \|u^e\|$ (diffusion dominated case).

3. The optimal intrinsic times for one-dimensional quadratic elements

3.1. General considerations

In this section we will consider the one-dimensional steady-state problem (2.1)–(2.4), that in this case reads: find $\phi = \phi(x)$ such that

$$a u \frac{d\phi}{dx} - K \frac{d^2\phi}{dx^2} = Q(x), \quad 0 < x < L, \quad (3.1)$$

$$\phi(0) = \phi_0, \quad \phi(L) = \phi_L, \quad (3.2)$$

where $a$ and $K$ will be considered positive constants, $L > 0$ and $\phi_0$ and $\phi_L$ are given boundary values of the function $\phi$. First, we shall assume $Q(x) = 0$ and in Section 3.6 the introduction of source terms will be addressed.

To this end, we introduce a generic shape function of the element and a weighting function. According to (2.19), this weighting function will be expressed as

$$W(x) = N(x) + \tau u \frac{dN}{dx} \quad (3.3)$$

and the intrinsic time of (2.18) as

$$\tau^e = \frac{a^e h^e}{2u}. \quad (3.4)$$

Throughout this section we assume that $[0, L]$ is discretized using a uniform finite element partition with elements of length $h$. Thus, the Péclet number $\gamma = uh/2K$ and the parameter $a$ will be the same for all the elements. From (3.3) and (3.4) we have

$$W(x) = N(x) + \frac{a h}{2} \frac{dN}{dx}, \quad (3.5)$$
where \( \alpha \) will depend on the Péclet number \( \gamma \) (see (2.26), (2.27)). We call the function \( \alpha = \alpha(\gamma) \) the upwind function. This function will be considered optimal if the finite element solution obtained with the weighting functions given by (3.5) is nodally exact, i.e., both the analytical and the finite element solution of (3.1), (3.2) take the same values at the nodes of the finite element mesh.

It is well known that for linear elements optimality is attained if \( \alpha(\gamma) \) is chosen as

\[
\alpha(\gamma) = \coth(\gamma) - \frac{1}{\gamma}.
\]  

(3.6)

Our aim is to derive the expressions of the upwind functions using quadratic elements. First, we observe that applying the Galerkin method (i.e., \( W = N \)) to (3.1), (3.2) with \( Q(x) = 0 \) the following difference equations are obtained:

\[
[1 + \gamma] \phi_{m-1} - [8 + 4\gamma] \phi_{m-1/2} + 14\phi_m + [-8 + 4\gamma] \phi_{m+1/2} + [1 - \gamma] \phi_{m+1} = 0
\]  

(3.7)

for the ‘extreme’ nodes (nodes 1 and 3 in Fig. 1) and

\[
[-4 - 2\gamma] \phi_m + 8 \phi_{m+1/2} + [-4 + 2\gamma] \phi_{m+1} = 0
\]  

(3.8)

for the ‘central’ nodes (node 2 in Fig. 1). The indexes in (3.7) and (3.8) are used according to Fig. 2.

Since different equations are obtained for the extreme and the central nodes, it can be anticipated that no single optimal upwind function will exist for quadratic elements. Instead, we will consider

\[
W_i(x) = N_i(x) + \frac{\alpha h}{2} \frac{dN_i}{dx}, \quad \text{for } i = 1, 3,
\]  

(3.9)

\[
W_2(x) = N_2(x) + \frac{\beta h}{2} \frac{dN_2}{dx}
\]  

(3.10)

3.2. The upwind functions \( \alpha \) and \( \beta \)

The upwind functions \( \alpha \) and \( \beta \) appearing in (3.9) and (3.10) are determined following the same criteria as for linear elements, i.e., by solving analytically the resulting difference equations obtained applying the SUPG method to (3.1) and (3.2) and by subsequently minimizing the error in a least-squares sense.

If the weighting functions (3.9) and (3.10) are used, the new difference equations obtained (instead of (3.7) and (3.8)) are

\[
[1 - 6\alpha + \gamma(1 + \alpha)] \phi_{m-1} - [8 - 12\alpha + \gamma(4 + 8\alpha)] \phi_{m-1/2} + [14 + 14\alpha\gamma] \phi_m + [-8 - 12\alpha + \gamma(4 - 8\alpha)] \phi_{m+1/2} + [1 + 6\alpha + \gamma(-1 + \alpha)] \phi_{m+1} = 0
\]  

(3.11)
for the extreme nodes and

\[-4 - \gamma(2 + 4\beta)]\phi_n + [8 + 8\gamma\beta]\phi_{n+1/2} + [-4 + \gamma(2 - 4\beta)]\phi_{n+1} = 0 \tag{3.12}\]

for the central nodes. Obtaining \(\phi_{n+1/2}\) in terms of \(\phi_n\) and \(\phi_{n+1}\) from (3.12) and the analogous expression of \(\phi_{m-1/2}\) in terms of \(\phi_{m-1}\) and \(\phi_{m}\) and inserting both expressions in (3.11), the following equation is found:

\[a_1\phi_{m-1} + a_2\phi_m + a_3\phi_{m+1} = 0, \tag{3.13}\]

where

\[a_1 = 3 + 3\gamma + \gamma^2 + 3\gamma\beta + \gamma^2\beta + 2\gamma^2\alpha + 3\gamma^2\alpha\beta, \]
\[a_2 = -(6 + 2\gamma^2 + 6\gamma\beta + 6\gamma^2\alpha\beta), \]
\[a_3 = 3 + 3\gamma + \gamma^2 + 3\gamma\beta - \gamma^2\beta - 2\gamma^2\alpha + 3\gamma^2\alpha\beta. \tag{3.14}\]

Since \(\lambda = 1\) and \(\lambda = a_1/a_3\) are the roots of the characteristic polynomial of (3.13) (see [24]), its analytical solution is

\[\phi_m = C_1 + C_2\left(\frac{a_1}{a_3}\right)^m, \tag{3.15}\]

where \(C_1\) and \(C_2\) are constants depending on the boundary conditions. If \(x_m\) is the abscissa of the \(m\)th nodal point and \(\phi(x_m)\) the value of the exact solution of problem (3.1), (3.2) at this node, it can be readily seen that \(\phi_m = \phi(x_m)\) if and only if

\[a_1/a_3 = e^{\gamma}. \tag{3.16}\]

Now, assuming that (3.16) holds, from (3.12) one finds that \(\phi(x_{m+1/2}) = \phi_{m+1/2}\) if and only if

\[e^{2\alpha} = \frac{4 + \gamma(2 + 4\beta) + e^{2\gamma}[4 - \gamma(2 - 4\beta)]}{8 + 8\gamma\beta}. \tag{3.17}\]

From (3.16)

\[\beta(\gamma) = \frac{1}{2}\left(\coth\frac{\gamma}{2} - \frac{2}{\gamma}\right), \tag{3.18}\]

and from (3.16)

\[\alpha(\gamma) = \frac{(3 + 3\gamma\beta)\tanh\gamma - (3\gamma + \gamma^2\beta)}{(2 - 3\beta\tanh\gamma)\gamma^2}. \tag{3.19}\]

The expressions of \(\alpha\) and \(\beta\) given by (3.19) and (3.18) are the sought upwind functions. Unfortunately, these expressions look rather more complicated than the corresponding function for linear elements (3.6).

**Remark 3.1.** The use of the SUPG formulation with linear elements for homogeneous equations and neglecting the contribution of \(\text{div}(K\text{ grad }\phi)\) in (2.16) may be interpreted simply
as the introduction of numerical diffusion along the streamlines [1]. However, this is not the case for quadratic elements for two reasons: firstly, the term \( \text{div}(K \text{ grad } \phi) \) cannot be neglected, and secondly, the existence of two optimal upwind functions would imply a non-constant added diffusion.

3.3. Asymptotic behaviour of \( \alpha \) and \( \beta \)

When linear elements are used, it is common to approximate \( \alpha(\gamma) \) given by (3.6) by the function

\[
\alpha_\gamma(\gamma) = \begin{cases} 
\frac{\gamma}{3}, & \text{if } 0 \leq \gamma \leq 3, \\
1, & \text{if } \gamma > 3, 
\end{cases}
\]  

(3.20)

since \( \alpha(\gamma) \to 1 \) as \( \gamma \to \infty \) and \( \alpha(\gamma) = \gamma/3 + O(\gamma^3) \) as \( \gamma \to 0 \). For the functions \( \alpha(\gamma) \) and \( \beta(\gamma) \) given by (3.19) and (3.18), a straightforward computation reveals that

\[
\lim_{\gamma \to \infty} \alpha(\gamma) = 1, \quad \lim_{\gamma \to 0} \beta(\gamma) = \frac{1}{2}.
\]  

(3.21)

Expanding \( \alpha(\gamma) \) and \( \beta(\gamma) \) in Taylor series in the neighbourhood of \( \gamma = 0 \), the following expressions are found:

\[
\alpha(\gamma) = \frac{\gamma}{12} + O(\gamma^3), \quad \beta(\gamma) = \frac{\gamma}{12} + O(\gamma^3).
\]  

(3.22)

So, (3.19) and (3.18) can be approximated, respectively, by

\[
\alpha_\gamma(\gamma) = \begin{cases} 
\frac{\gamma}{12}, & \text{if } 0 \leq \gamma \leq 12, \\
1, & \text{if } \gamma > 12, 
\end{cases}
\]  

(3.23)

\[
\beta_\gamma(\gamma) = \begin{cases} 
\frac{\gamma}{12}, & \text{if } 0 \leq \gamma \leq 6, \\
\frac{1}{2}, & \text{if } \gamma > 6.
\end{cases}
\]  

(3.24)

However, from Fig. 3 it is seen that (3.23) and (3.24) do not give such a good approximation to (3.19) and (3.18), respectively, as (3.20) does to (3.6). In Fig. 3, the upwind functions for linear elements are labelled ‘P’. Functions (3.20), (3.23) and (3.24) are called asymptotic approximations.

**REMARK 3.2.** The upwind functions \( \alpha(\gamma) \) and \( \beta(\gamma) \) satisfy conditions (2.26) and (2.27).

3.4. About the possibility of a unique intrinsic time

We have seen that nodally exact results for the solution of (3.1), (3.2) using the SUPG formulation can only be obtained if the weighting functions (3.9) and (3.10) are used, with \( \alpha \) and \( \beta \) given by (3.19) and (3.18). However, one could try to obtain a unique intrinsic time for all the nodes of the element (i.e., \( \alpha = \beta \)) with another definition of ‘optimality’.

An obvious design criterion for the upwind function is that it must not be strongly dependent on the boundary conditions, in the sense that the difference between the values of
this function and the functions that give nodally exact results for different boundary conditions should be bounded and as small as possible.

From (3.15) it is seen that if (3.16) holds, the constants \( C_1 \) and \( C_2 \) that depend on the boundary conditions happen to be the same as the corresponding constants for the analytical solution of (3.1) that are determined from (3.2). Thus, although with a unique upwind function, (3.16) will not be satisfied, we can try to obtain this function, say \( \alpha^1(\gamma) \), by minimizing the difference

\[
a_1 - \alpha^1 e^{\gamma}.
\]

If in (3.14) we set \( \alpha = \beta \) and try to satisfy (3.16), the following equation is obtained:

\[
P(\alpha) = \alpha^2 + b\alpha + c = 0,
\]

with

\[
b = \frac{1}{\gamma} - \coth(\gamma),
\]

\[
c = \frac{1}{\gamma^2} - \frac{1}{\gamma} \coth(\gamma) + \frac{1}{3}.
\]

The discriminant \( \Delta := b^2 - 4c \) of (3.26) is plotted in Fig. 4. Since \( \Delta \) can be negative, (3.26) does not have real roots for all values of \( \gamma \). However, we could try to minimize \( P(\alpha) \), i.e. to choose

\[
\alpha_0 = -\frac{1}{2} b = \frac{1}{2} \left( \coth(\gamma) - \frac{1}{\gamma} \right).
\]

From (3.27)–(3.29) it is easy to see that \( b \to -1 \), \( c \to \frac{1}{2} \) and \( \alpha_0 \to \frac{1}{2} \) as \( \gamma \to \infty \), and then

\[
\lim_{\gamma \to \infty} P(\alpha_0) = \frac{1}{12}.
\]

So the function
\[ \alpha^1(\gamma) = \frac{1}{2} \left( \coth(\gamma) - \frac{1}{\gamma} \right) \]  

(3.30)

seems to be a good candidate for use as the upwind function since, although (3.26) is not fulfilled, \( P(\alpha^1) \) remains small. In Fig. 4 this value is represented against the Pécel number.

Like the function \( \alpha^0(\gamma) \) given by (3.6), \( \alpha^1(\gamma) \) can be approximated by

\[ \alpha_s^1(\gamma) = \begin{cases} 
\frac{\gamma}{6}, & \text{if } 0 \leq \gamma \leq 3, \\
\frac{1}{2}, & \text{if } \gamma > 3.
\end{cases} \]  

(3.31)

The function \( \alpha_s^1(\gamma) \) given by (3.30) is represented in Fig. 5, together with \( \alpha(\gamma) \) and \( \beta(\gamma) \) of (3.19) and (3.18), for purposes of comparison.

**Remark 3.3.** The function \( \alpha^1(\gamma) \) given by (3.30) has been proposed in [19] as the result of numerical experiments.

### 3.5. The functions \( \alpha \) and \( \beta \) for hierarchic elements

The objective of this section is to investigate how sensitive the optimal upwind functions are to the interpolation used within each element. This sensitivity is a clear handicap when the previous concepts were to be applied to multidimensional situations, in which case the

---

Fig. 4. Discriminant \( \Delta \) of (3.26) and values of \( P(\alpha_s) \) for \( \alpha_s \) given by (3.29).

Fig. 5. Upwind functions for quadratic elements.
expressions of the shape functions take different forms depending on the direction one considers. This will be discussed in more detail in Section 4.

Now, let us consider the unknown function \( \phi(x) \) interpolated within each element as

\[
\phi(x) \approx N_1(x) \phi_1 + N_2(x) \Delta \phi_2 + N_3(x) \phi_3.
\]  

(3.32)

where \( N_1, N_2 \) and \( N_3 \) are the shape functions shown in Fig. 6, \( \phi_1, \phi_2 \) and \( \phi_3 \) the nodal values of \( \phi \) and \( \Delta \phi_2 \) the difference between \( \phi_2 \) and the linear interpolation at node 2 obtained from \( \phi_1 \) and \( \phi_3 \).

A similar analysis to that made in Section 3.2 shows that the optimal upwind functions are now given by

\[
\beta^h(\gamma) = \frac{1}{2} + \frac{1}{e^{\gamma} - 1} - \frac{1}{\gamma},
\]  

(3.33)

\[
\alpha^h(\gamma) = \left(1 + \frac{1}{\gamma \beta}\right) \coth(\gamma) - \left(\frac{1}{3\beta} + \frac{1}{\gamma^2 \beta} + \frac{1}{\gamma}\right),
\]

(3.34)

where the label 'h' refers to the hierarchic formulation of the element. The asymptotic behaviour of the upwind function \( \alpha^h \) is completely different to the corresponding \( \alpha \) given by (3.19), whereas the asymptotic behaviour of \( \beta^h \) is similar to that of the function \( \beta \) in (3.18). In fact, now we have that \( \beta^h \to \frac{1}{2}, \alpha^h \to \frac{1}{3} \) as \( \gamma \to \infty \) and

\[
\alpha^h(\gamma) = \frac{1}{15} \gamma + O(\gamma^2),
\]

\[
\beta^h(\gamma) = \frac{1}{12} \gamma + O(\gamma^2)
\]

in the neighbourhood of \( \gamma = 0 \). So, the asymptotic approximations for \( \alpha^h \) and \( \beta^h \) will be

\[
\alpha^h_\infty(\gamma) = \begin{cases} 
\frac{\gamma}{15}, & \text{if } 0 \leq \gamma \leq 5, \\
\frac{1}{3}, & \text{if } \gamma > 5,
\end{cases}
\]

(3.35)

\[
\beta^h_\infty(\gamma) = \begin{cases} 
\frac{\gamma}{12}, & \text{if } 0 \leq \gamma \leq 6, \\
\frac{1}{2}, & \text{if } \gamma > 6.
\end{cases}
\]

(3.36)

We see that \( \beta^h_\infty(\gamma) = \beta_\infty(\gamma) \) (see (3.23)) but \( \alpha^h_\infty(\gamma) \) and \( \alpha_\infty(\gamma) \) differ totally (see (3.23)).

In Fig. 7, the functions \( \alpha^h(\gamma) \) of (3.34) and \( \beta^h(\gamma) \) of (3.33) are represented.

The main conclusion of this analysis is that the optimal upwind functions are very sensitive to the finite element interpolation chosen. This should be kept in mind since it is known that

Fig. 6. Hierarchic shape functions for three noded quadratic elements.
too diffusive results are obtained if the upwind function is overestimated, whereas oscillations may occur if it is underestimated.

3.6. Introduction of source terms

Up to now, we have only considered the homogeneous equation \( (3.1) \), i.e., with \( Q(x) = 0 \). We have proved that the upwind functions \( (3.18) \) and \( (3.19) \) give nodally exact solutions in this case. Now we can prove that in fact this is also true for certain functions \( Q(x) \).

In order to place the problem within a general framework, let us assume that the continuous problem can be written as

\[
(\text{A.C}) \quad \text{Find } \phi \in \mathcal{V}(f) \text{ such that } a(\phi, v) = l(v) \quad \forall v \in \mathcal{V}(0).
\]

For the sake of clarity, we will consider that the function spaces \( \mathcal{V} \) and \( \mathcal{V}(f) \) are those given by \((2.5)\) and \((2.6)\). This problem is defined by a bilinear form \( a(\cdot, \cdot) \) and a linear form \( l(\cdot) \). We also need to consider the problems

\[
(\text{B.C}) \quad \text{Find } \phi \in \mathcal{V}(0) \text{ such that } a(\phi, v) = l(v) \quad \forall v \in \mathcal{V}(0),
\]

\[
(\text{C.C}) \quad \text{Find } \phi \in \mathcal{V}(f) \text{ such that } a(\phi, v) = 0 \quad \forall v \in \mathcal{V}(0).
\]

The discrete problems corresponding to \((\text{A.C})\), \((\text{B.C})\) and \((\text{C.C})\) will be denoted \((\text{A.D})\), \((\text{B.D})\) and \((\text{C.D})\), respectively. These problems are obtained simply by replacing \( \mathcal{V} \), \( \mathcal{V}(f) \) and \( \mathcal{V}(0) \) by \( \mathcal{V}^h \subseteq \mathcal{V} \), \( \mathcal{V}^h(f) \subseteq \mathcal{V}(f) \) and \( \mathcal{V}^h(0) \subseteq \mathcal{V}(0) \). The spaces \( \mathcal{V}^h \) and \( \mathcal{V}^h(f) \) are those defined in \((2.11)\) and \((2.12)\). We assume that all these problems have a unique solution.

Now, let \( \pi : \mathcal{V} \rightarrow \mathcal{V}^h \) be the projection from \( \mathcal{V} \) to \( \mathcal{V}^h \) defined by \( \pi(\varphi) = \bar{\varphi} \), the finite element interpolant of \( \varphi \). In this context, a solution \( \phi^* \) of \((\text{A.D})\) can be defined to be nodally exact if the solution \( \phi^* \) of \((\text{A.C})\) verifies \( \pi(\phi^*) = \phi \).

**Remark 3.4.** The bilinear form \( a(\cdot, \cdot) \) and the linear form \( l(\cdot) \) can arise from any consistent weighted residual method, for example the SUPG.

The result we wish to prove is

**Proposition.** If there exists a function \( \varphi \in \mathcal{V}^h \) such that
then, if problem (C.D) has a nodally exact solution, so does (A.D).

**Proof.** We first observe that if (C.D) has a nodally exact solution (n.e.s.), then such a solution can be obtained for (A.D) if and only if it can be obtained for (B.D). To see this, let \( \phi \) be a n.e.s. for (A.D) and \( \phi_1 \) a n.e.s. for (C.D). Then \( \phi_2 \in \mathcal{V}^b(0) \) and \( a(\phi_2, v) = a(\phi, v) - a(\phi_1, v) = l(v) \forall v \in \mathcal{V}^b(0) \), so \( \phi_2 \) is a n.e.s. for (B.D), since \( \pi \) is linear. Reciprocally, let \( \phi_2 \) and \( \phi_1 \) be n.e.s. for (B.D) and (C.D), respectively. Then \( \phi = \phi_1 + \phi_2 \in \mathcal{V}^h(f) \) and \( a(\phi, v) = a(\phi_1, v) + a(\phi_2, v) = l(v) \forall v \in \mathcal{V}^b(0) \), \( \phi \) will be a n.e.s. for (A.D).

Now we prove that a n.e.s. for (B.D) can be obtained. By (3.37) this problem can be stated as: find \( \delta \in \mathcal{V}^b(0) \) such that \( a(\delta, v) = a(\psi, v) \forall v \in \mathcal{V}^b(0) \), since \( \mathcal{V}^b(0) \subset \mathcal{V}(0) \). Set \( \delta = \phi - \psi \). \( \delta \) is the solution of: find \( \delta \in \mathcal{V}^b(\cdot, \cdot) \) such that \( a(\delta, v) = 0 \forall v \in \mathcal{V}^b(0) \). This problem has the form (C.D), so \( \delta \) can be computed nodally exact. Let \( \delta^* \) and \( \phi^* \) be the solutions of the continuous problems (C.C) and (B.C) corresponding to the discrete problems for \( \delta \) and \( \phi \). Since \( \psi \in \mathcal{V}^b \), and using again (3.37), \( \delta^* = \phi^* - \psi \), and so

\[
\pi(\phi^*) = \pi(\delta^* + \psi) \\
= \pi(\delta^*) + \pi(\psi) \quad (\pi \text{ is linear}) \\
= \delta + \psi = \phi \quad (\delta \text{ is a n.e.s and } \psi \in \mathcal{V}^b).
\]

Since \( \pi(\phi^*) = \phi \), we have that \( \phi \) is a n.e.s. for (B.D). \( \square \)

**Remarks 3.5.**

1. In our case the forms \( a(\cdot, \cdot) \) and \( l(\cdot) \) will not be given by (2.9) and (2.10) but by (2.16) and (2.17). This does not introduce any problem since the solution of problem (2.1)–(2.4) satisfies (2.13)–(2.14).

2. Condition (3.37) means that the equation of the continuous problem has a solution, not necessarily satisfying the boundary conditions, that belongs to the space of interpolation functions. Thus, although we know how to obtain nodally exact solutions for (3.1), (3.2) only with \( Q(x) = 0 \) using quadratic elements, the same procedure will give nodally exact solutions for source terms elementwise linear, since if \( Q(x) = ax + b \), with \( a \) and \( b \) constants, the general solution of (3.1) is, for \( u \neq 0 \),

\[
\phi(x) = C_1 + C_2 \exp \left( \frac{u}{K} x \right) + \frac{a}{2u} x^2 + \left( \frac{b}{u} + \frac{aK}{u^2} \right) x,
\]

where \( C_1 \) and \( C_2 \) are constants to be determined from the boundary conditions. Setting \( C_2 = 0 \) we obtain a function that belongs to the interpolation space, i.e., satisfies (3.37).

4. **Multidimensional convection-diffusion equation**

In order to compute the intrinsic time given by (2.18) for each element in the multidimensional convection-diffusion equation (2.1), the values of \( h^e \), \( K^e \), and \( u^e \) that give the Péclet number (2.25) are needed. We must also know which is the expression of the upwind function \( \alpha^e = \alpha(y^e) \) that corresponds to the node under consideration.

We compute the velocity \( u^e \) simply as the average of the nodal velocities of the element and \( K^e \) as the diffusion along the flow direction. Since we have assumed that \( K \) in (2.19) is a
second order tensor, this diffusion will be

$$K^e = \frac{u_i^e K_{ij} u_j^e}{\|u^e\|^2},$$

(4.1)

where the sum convention is used.

The computation of $h'$ and the choice of the upwind function will be explained in more
detail.

4.1. The characteristic length

To simplify the notation we will consider the two-dimensional case, although what follows is
completely general.

Let $\mathcal{D}$ be a convex domain in $\mathbb{R}^2$ transformed into $\mathcal{D}' \subset \mathbb{R}^2$ by an affine mapping $f = (f_1, f_2)$. Using the notation of Fig. 8, let

$$l = \|B - A\|, \quad l' = \|B' - A'\|$$

(4.2)

and $u' = (Df)u$, where $Df$ is the Jacobian matrix of $f$. Since

$$f(B) = f(A) + l' \frac{u'}{\|u'\|}$$

$$= f(A) + (Df)(B - A),$$

(4.3)

we have that

$$l' \frac{u'}{\|u'\|} = (Df)(B - A),$$

$$l'(Df)^{-1}u' = l'v$$

$$= \|u'\|(B - A)$$

(4.4)

and taking the Euclidian norm on both sides of (4.4)

$$l' = \frac{\|u'\|}{\|v\|} l.$$ 

(4.5)

Fig. 8. Transformation of a domain in $\mathbb{R}^2$ by an affine mapping.

Fig. 9. Parent domains for triangular and quadrilateral elements.
Formula (4.5) allows us to compute the characteristic length in the flow direction as

\[ h' = \frac{\|u'\|}{\|u_N'\|} h_N, \]  

(4.6)

where index N indicates that the value corresponds to the parent domain of the element with 'natural' coordinates \((\xi, \eta)\). Equation (4.6) reduces the computation of \(h'\) to that of \(h_N\), which can be easily estimated since the geometry is now very simple. In our computations we have taken, for the parent domains of Fig. 9, \(h_N = 2\) for quadrilateral elements and \(h_N = 0.7\) for triangular elements.

**REMARKS 4.1.** (1) The length \(h'\) defined by (4.6) depends on the point \((x, y)\) of \(\Omega'\). Thus, it will be numerically different at each integration point. Also, the exact value of \(h_N\) depends on each point, although the assumption of a constant value seems reasonable.

(2) From (4.3) it can be seen that (4.6) will be exact whenever the mapping \(f\) can be considered affine. This will always be the case with straightsided triangles and parallelograms in two dimensions.

(3) In [11, 25], formula (4.6) with \(h_N = 2\) was suggested heuristically, without defining its limits of validity. Note that the parametrization of the parent domain defines \(h_N\).

**4.2. Assignment of upwind functions**

In Section 3, the expressions of the upwind functions \(\alpha\) and \(\beta\) for quadratic elements were obtained. The weighting function of a certain node of an element will be obtained using \(\alpha\) or \(\beta\) depending on the position of the node. Clearly, in multidimensional situations this position is relative to the direction of the flow, which complicates the definition of a node as 'extreme' or 'central'. This, of course, is an important drawback for the use of different upwind functions.

The heuristic criterion we have followed is based on the assignment of upwind functions taking into account whether a node is extreme or central for certain directions of the flow. For 2-D elements, we have taken these directions as those defined by the coordinates \(\xi, \eta\) (see Fig. 10) for the nine-noded Lagrangian element and those defined by the area coordinates \(1 - \xi - \eta, \xi\) and \(\eta\) for the six-noded triangle. For the corner nodes of the elements, the function \(\alpha\) has been chosen and for the interior node of the nine-noded element, the function \(\beta\). The problem arises when the upwind function for the midside nodes must be determined. For example, the shape function of node 5 for the nine-noded element (see Fig. 10) along the \(\eta = -1\) line corresponds to the shape functions of node 2 in Fig. 1, i.e. a central node, whereas along the \(\xi = 0\) line the corresponding shape function is that of node 1 in Fig. 1, an extreme node. So, the upwind function of node 5, say \(\delta_5\), will be taken as a combination of functions \(\alpha\) and \(\beta\). In Fig. 10, the nodal numbering in the parent domain and the chosen upwind functions are indicated.

![Fig. 10. Assignment of upwind functions for the 6-noded and 9-noded elements.](image_url)
The best numerical results have been obtained taking $\delta_i$ as the functions
\[
\delta_i = f_i(\theta)\alpha + [1 - f_i(\theta)]\beta, \tag{4.7}
\]
where for the six-noded element
\[
f_i(\theta) = \sin^2 \theta, \quad f_3(\theta) = f_4\left(\theta + \frac{\pi}{4}\right), \quad f_5(\theta) = \cos^2 \theta, \tag{4.8}
\]
and for the nine-noded element
\[
f_3(\theta) = f_3(\theta) = \sin^2 \theta, \quad f_6(\theta) = f_8(\theta) = \cos^2 \theta. \tag{4.9}
\]
In (4.7)–(4.9), $\theta$ is the angle shown in Fig. 10.

**Remark 4.2.** Notice that for bilinear quadrilateral elements the expression of the upwind function will not be the ‘optimal’ if the velocity is not parallel to the edges, since the shape functions are not linear along those directions.

5. Numerical examples

The examples presented in this section have been run on a CONVEX-C120 computer using double precision.

5.1. One-dimensional problems

**Example 1.** In this example we solve problem (3.1), (3.2) with $u = 1, K = 0.01, Q(x) = \sin(\pi x), L = 1$ and $\phi_0 = \phi_L = 0$. The interval $[0, 1]$ is discretized using ten quadratic elements of equal length 0.1. This gives the value $\gamma = 5$ for the Péclet number. The analytical solution is
\[
\phi(x) = C_1 + C_2 \exp\left(\frac{u}{K} x\right) + \frac{K}{u^2 + K^2 \pi^2} \left[\sin(\pi x) - \frac{u}{K \pi} \cos(\pi x)\right], \tag{5.1}
\]
with
\[
C_2 = \frac{2u}{(u^2 + K^2 \pi^2)(1 - \exp\left(-\frac{u}{K}\right))}, \tag{5.2}
\]
\[
C_1 = -\frac{1}{2} \left(1 + \exp\left(\frac{u}{K}\right)\right) C_2. \tag{5.3}
\]
Condition (3.37) is not fulfilled and in fact nodally exact solutions are not obtained. However, the use of the optimal upwind functions of (3.18) and (3.19) gives results (Fig. 11(a)) that cannot be distinguished from those of the analytical solution (linear interpolation between nodes has been used in the plots). In Fig. 11(b) the solution obtained using the unique function (3.30) is plotted and Fig. 12 shows the relative error (in percentage) obtained using the two methods.

We observe that the use of (3.30) gives a solution that smooths the right boundary layer.

**Example 2.** In this case we solve the transient problem
Fig. 11. Solutions of Example 1. (a) Using the upwind functions (3.18) and (3.19). (b) Using the unique upwind function (3.30).

\[
\frac{\partial \phi}{\partial t} + u \frac{\partial \phi}{\partial x} - K \frac{\partial^2 \phi}{\partial x^2} = 0, \quad 0 < x < 1, \ t > 0, \\
\phi(0, t) = 0, \quad t > 0, \\
\phi(1, t) = 1, \quad t > 0, \\
\phi(x, 0) = x, \quad 0 < x < 1. 
\] (5.4) (5.5) (5.6) (5.7)

The analytical solution for this problem can be expressed as

\[
\phi(x, t) = x + \sum_{n=1}^{\infty} \frac{B_n}{A_n} (1 - \exp(-A_n t)) \exp \left( \frac{u}{2K} x \right) \sin(n\pi x),
\] (5.8)

Fig. 12. Relative errors for the solutions (a) and (b) of Fig. 11.
with
\[ A_n = \frac{u^2}{2K} + K(n\pi)^2, \]  
\[ B_n = \frac{2nu\pi}{u^2 + n^2\pi^2} \left[ (-1)^n \exp\left(-\frac{u}{2K}\right) - 1 \right]. \]

We have taken \( u = 1 \) and \( K = 0.02 \). Again, ten quadratic elements of length 0.1 have been used. The ordinary differential equation that results after space discretization has been solved using the Crank–Nicolson scheme. Based on the results in [26], the time step has been taken as \( \Delta t = 0.05 \), which gives a Courant number \( C := 2u \Delta t/h = 1 \). In Fig. 13 the solution obtained applying the Galerkin procedure is shown for \( t = 0, 0.25, 0.5, 1 \) and 2 (using a linear interpolation between nodal values for plotting). Observe that for this rather small Péclet number (\( \gamma = 2.5 \)) oscillations occur even at an early stage.

In Figs. 14(a) and (b) the solution obtained with the optimal upwind functions (3.18) and (3.19) and the upwind function (3.30) are represented. The first result is indistinguishable from the analytical solution (5.8)–(5.10). Again, the smoothing of the right boundary layer when using (3.30) can be observed.

**Example 3.** We consider in this example the Burgers’ equation
\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} - \nu \frac{\partial^2 u}{\partial x^2} = 0, \quad 0 < x < 1, t > 0, \]
with boundary and initial conditions
\[ u(0, t) = 0, \quad t > 0, \]  
\[ u(1, t) = 1, \quad t > 0, \]  
\[ u(x, 0) = x, \quad 0 < x < 1. \]

The nonlinear equation (5.11) has been solved using the secant Newton method. In this case, a convection-diffusion-like equation must be solved for each iteration. The interval \([0, L]\) has
been discretized using ten equal-length quadratic elements. The Crank–Nicolson scheme with $\Delta t = 0.05$ has been used in time. The viscosity $\nu$ has been taken as $\nu = 10^{-4}$, which gives an element Reynolds number $Re := u h / 2 \nu = 2500$. The convergence criterion has been chosen as $\|u_n^i - u_n^{i-1}\|_\infty < 10^{-8}$, where $u_n^i$ is the value of $u$ at the $i$th iteration of the $n$th time step. Four iterations were needed for the SUPG formulation and six for the Galerkin method.

The qualitative shape of the solution $u(x, t)$ of (5.11)–(5.14) may be predicted if we take $\nu = 0$ in (5.11) and solve this equation with the conditions (5.12) and (5.14). In this case, the analytical solution is

$$u(x, t) = \frac{x}{1 + t},$$

(5.15)

i.e., a straight line with slope decreasing in time.

In Fig. 15, the Galerkin solution for $t = 1$ is shown. As expected, high oscillations occur.

The solutions with the SUPG formulation are depicted in Figs. 16(a) and 16(b), using the upwind functions of (3.18) and (3.19) and that given by (3.30), respectively. A better resolution of the right boundary layer is obtained in the first case.
Fig. 16. Solutions of Example 3. (a) Using the upwind functions (3.18) and (3.19). (b) Using the unique upwind function (3.30).

5.2. Two-dimensional problems

**EXAMPLE 4.** The steady-state case in (2.1) with the boundary conditions (2.2) and (2.3) has been solved, with

\[
\Omega = \left[ \begin{array}{c}
\frac{-1}{2} \\
\frac{1}{2} \\
\frac{-1}{2} \\
\frac{1}{2}
\end{array} \right] \times \left[ \begin{array}{c}
\frac{-1}{2} \\
\frac{1}{2} \\
\frac{0}{2} \\
\frac{1}{2}
\end{array} \right],
\]

\[
\Gamma_D = \partial \Omega , \quad \Gamma_N = \emptyset,
\]

\[
u(x, y) = \left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2} \right),
\]

\[
K_\eta(x, y) = 2 \times 10^{-2} \delta_{ij}, \quad \mathcal{Q}(x, y) = 5,
\]

\[
f(x, y) = 0.
\]

The domain \( \Omega \) has been discretized using a uniform finite element mesh with \( 21 \times 21 \) nodes in all the cases. The resulting Péclet number is \( \gamma = 2.5 \) for quadratic elements (\( h = 0.1 \)) and \( \gamma = 1.25 \) for linear elements (\( h = 0.05 \)). This example was chosen for testing the adopted expressions (4.7)–(4.9). Results obtained with quadratic and linear quadrilaterals and triangular elements and using the optimal upwind functions of (3.18) and (3.19) are shown in Fig. 17. The results obtained for quadratic elements are almost the same as for linear elements.

**EXAMPLE 5.** This and the following examples have been taken from [11]. Now, (2.1) with \( \partial \phi / \partial t = 0 \) and the boundary conditions (2.2) and (2.3) is solved, with

\[
\Omega = \left[ \begin{array}{c}
\frac{-1}{2} \\
\frac{1}{2} \\
\frac{-1}{2} \\
\frac{1}{2}
\end{array} \right] \times \left[ \begin{array}{c}
\frac{-1}{2} \\
\frac{1}{2} \\
\frac{0}{2} \\
\frac{1}{2}
\end{array} \right] \times \left[ \begin{array}{c}
\frac{-1}{2} \times \left( \begin{array}{c}
0
\end{array} \right) \times \frac{-1}{2} \right],
\]

\[
\Gamma_D = \partial \Omega , \quad \Gamma_N = \emptyset,
\]

\[
u(x, y) = (-y, x),
\]

\[
K_\eta(x, y) = 10^{-5} \delta_{ij}, \quad \mathcal{Q}(x, y) = 0,
\]
Fig. 17. Results of Example 4 using triangular (3 and 6 nodes) and quadrilateral (4 and 9 nodes) elements.

\[
f(x, y) = \begin{cases} 
\sin \pi(1 + 2y), & \text{if } x = 0 \text{ and } -\frac{1}{2} \leq y \leq 0, \\
0, & \text{else}.
\end{cases}
\]

In all the cases, 31 \times 31 nodal points and a uniform finite element mesh have been used. For the small diffusion considered, the solution of this problem is just the advection of the sine profile. The objective of this problem was only to test the accuracy of the algorithm, since the exact solution is very smooth and the Galerkin method only produces small amplitude oscillations. Results obtained with different quadrilateral and triangular elements using the optimal upwind functions are depicted in Fig. 18. Similar accuracy is obtained in all the cases.

**EXAMPLE 6.** Again, the steady-state problem (2.1)–(2.3) is solved, now with

\[
\Omega = \begin{bmatrix} -\frac{1}{2}, 1 \end{bmatrix},
\]

\[
\Gamma_D = \partial \Omega, \quad \Gamma_N = \emptyset,
\]

\[u(x, y) = (\cos \theta, -\sin \theta),\]

\[K_\delta(x, y) = 10^{-6} \delta_{ij}, \quad Q(x, y) = 0,\]

\[f(x, y) = \begin{cases} 1, & \text{if } (x, y) \in \Gamma_{D1}, \\
0, & \text{if } (x, y) \in \Gamma_{D2},
\end{cases}
\]

with

\[
\Gamma_{D1} = \left\{ -\frac{1}{2} \times \left[ \frac{1}{2}, \frac{1}{2} \right] \cup \left[ \frac{1}{2}, \frac{1}{2} \right] \times \left[ \frac{1}{2}, \frac{1}{2} \right] \right\},
\]

\[
\Gamma_{D2} = \Gamma_D - \Gamma_{D1}.
\]

This problem shows the inability of the SUPG formulation to preclude overshoots and undershoots when sharp layers are present.
We have solved this problem with the angles $\theta$ given by $\tan \theta = \frac{1}{2}$, 1 and 2. The results shown in Figs. 19–21 correspond to the latter case, when overshoots and undershoots are more important. However, it is seen that they are bigger using linear elements than using quadratic elements. The solution obtained using the upwind functions (3.18) and (3.19) together with (4.7)–(4.9) looks better than that obtained with the single upwind function (3.30), although the different computational effort must also be considered.
6. Conclusions

In this paper we have derived the expressions of the upwind functions that give nodally exact results for the one-dimensional steady-state convection-diffusion equation using the SUPG formulation with quadratic elements. In this case, two different functions are needed, one for the 'extreme' nodes and another one for the 'central' node. This compiles the extension to multidimensional problems, although good results have been obtained with the methodology proposed in the paper. Also, the possibility of a unique upwind function has been studied. The results are not so good, but the greater simplicity of this procedure must also be considered for practical purposes. In fact, in that case there is no more computational work due to the SUPG method needed than for linear elements. On the other hand, the feasibility of using different intrinsic times in the case of elements of order higher than two seems very restricted.
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