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Abstract

In this paper we review and clarify some aspects of the asymptotic analysis of the compressible Navier Stokes equations in the low Mach number limit. In the absence of heat exchange (the isentropic regime) this limit is well understood and rigorous results are available. When heat exchange is considered different simplified models can be obtained, the most famous being the Boussinesq approximation. Here a unified formal justification of these models is presented, paying special attention to the relation between the low Mach number and the Boussinesq approximations. Precise conditions for their validity are given for classical problems in bounded domains.
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1 Introduction

It is widely accepted that many flows of interest can be considered as incompressible. This assumption is useful as it makes the problem much simpler than if a full compressible flow is considered. For ideal fluids, in the absence of heat sources (the isentropic case), solutions of the incompressible Navier Stokes
equations can be found as the limit of solutions of the compressible ones as the Mach number tends to zero under certain assumptions on the initial data. Rigorous mathematical results of this type were established in [14] (see also [20]).

When heat exchange is taken into account, the limit is quite different, since the energy equation is not uncoupled and one needs to keep the state equation to close the system. The small Mach number limit gives rise to a splitting of the pressure into a constant-in-space thermodynamic pressure $p^\text{th}$ and a mechanical pressure $p$ that has to be used in the momentum equation. This leads to a removal of the acoustic modes and the flow behaves as incompressible, in the sense that the mechanical pressure is determined by the mass conservation equation and not by the state equation. However, large variations of density due to temperature variations are allowed. This limit has been studied first in [30] in the inviscid case, and generalized to the viscous case in [28]. A rigorous derivation including combustion was presented in [21]. This zero Mach number model has also been presented in [10] and in [35]. The numerical implications of this limit have been studied in [15] and in [25], for example.

However the most widely used model in the context of thermally coupled flows is the so-called Boussinesq approximation proposed in [6]. Since that moment, many authors have looked for a formal justification of the Boussinesq approximation. Expressing the thermodynamic variables as the sum of a constant static part and a fluctuating part resulting from the motion, it was shown in [32] that for a thin layer of fluid (thin in comparison to the scale of variation of the static fields) the Boussinesq approximation follows. However density variations are retained in the momentum equation even when they are of higher order based on physical arguments and not on a limiting process. The first attempt to present a rigorous derivation of the Boussinesq approximation was performed in [24] introducing an expansion in two parameters, $\varepsilon_1$ and $\varepsilon_2$, of the full compressible equations. The Boussinesq approximation is found to the lowest order in both $\varepsilon_1$ and $\varepsilon_2$. Several problems of this approach are described in [29]. On the one hand, $\varepsilon_1 \sim 10^{-4}$ and $\varepsilon_2 \sim 10^{-11}$ for typical fluids in a standard Rayleigh-Bénard experiment, indicating a second order approximation for $\varepsilon_1$ to have the same order as a first order approximation for $\varepsilon_2$. On the other hand the starting point of Mihaljan’s approach is the compressible equations but using an equation of state that relates temperature ($\vartheta$) to density ($\rho$) only. As noted in [4] and in [3] if $\rho = \rho (\vartheta)$ convexity inequalities on thermodynamic potentials are violated. The Mihaljan’s approach was improved first by Malkus (in an unpublished work mentioned in [29]) and in [29]. The new ingredient was the selection of an appropriate reference state. In [12] a derivation of the Boussinesq equations was presented taking a reference state into account and allowing temperature and pressure dependent properties. We note that all these works are concerned with natural convection as the velocity
is made dimensionless using another variable as scale (viscosity or gravity, for example). An asymptotic justification of the Boussinesq approximation was developed in [36, 38, 39] and in [4, 5]. These developments dealt first with polytropic gases (in [36] and [4]) and the main conclusion was that the Mach number is a small parameter in the Boussinesq approximation. An asymptotic derivation of the Boussinesq approximation for liquids was then presented in [37]. Finally a unified approach for liquids and gases was presented in [5]. Another widely used model, the anelastic approximation, was proposed by [1] and [27] and has been used for a long time in the context of atmospheric flows (see also [9] and [11]). This approximation removes the height limitation present in Boussinesq’s model.

A detailed analysis of the many aspects of low Mach number asymptotics was recently presented in [40]. Apart from the standard $M^2$ expansion, these aspects include singularities of this limit such as the behavior of a flow in the vicinity of the initial time or in the far field. In particular, the problem of slow motions in the atmosphere, analyzed in chapter 6, and the Rayleigh-Bénard problem, analyzed in chapter 7, are described by the Boussinesq equations, but the asymptotic analysis is different in both cases. This is due to the choice of the scales that define the flow and to the definition of a reference state about which the perturbative scheme is developed. The selection of a basic flow state and the analysis of the resulting perturbation problem is a useful procedure when a stability analysis is performed, but it is unnecessary, and in some sense confusing, when simplified models are derived by asymptotic analysis. In this work we present a unified asymptotic analysis with two particular ingredients that permit its application to different particular problems. In a first place, we do not introduce any reference state “a priori”, but instead we find the reference state as a consequence of the limit. Secondly, we discuss the choice of scales after the asymptotic development, which allows us to understand different problems in the same context.

In the next section we formulate the problem and in section 3 we present a low Mach number asymptotic analysis of the Navier Stokes equations. We conclude with some remarks in section 4.

2 Problem definition

The flow of a compressible fluid in a domain $\Omega$ is described in terms of the velocity $(u)$, pressure $(p)$, density, and temperature fields (bold characters are used to denote vectors and tensors). These fields are solutions of the compressible Navier Stokes equations that describe the dynamics of the system and that are statements of conservation of mass, momentum and energy and a state equation relating the thermodynamic variables, described in [2] and [19]. These equations of motion can be written in dimensionless form as stated
by the π theorem proved in [7]. If we have \( r \) different units and we take \( n \) reference values, we have \( n - r \) dimensionless numbers defining classes of similar solutions. Our approach is based on taking a different scale for each field and for each dependent property introducing the Strouhal, Mach, Reynolds, Péclet, Froude, heat release and temperature variation numbers, defined as

\[
S = \frac{l_0}{u_0 t_0}, \quad M = \frac{u_0}{\sqrt{p_0 / \rho}}, \quad R = \frac{\rho_0 u_0 l_0}{\mu}, \quad P = \frac{\rho_0 c_{p_0} u_0 l_0}{k_0}, \quad F = \frac{u_0}{\sqrt{g_0 l_0}}, \quad H = \frac{t_0 Q_0}{\rho_0 c_{p_0} \vartheta_0}, \quad \varepsilon = \frac{\Delta \vartheta}{\vartheta_0}
\]

where \( l_0, t_0, \rho_0, p_0, \vartheta_0, u_0, \mu_0, k_0, c_{p_0}, g_0, Q_0 \) and \( \Delta \vartheta \) are the scales of length, time, density, pressure, temperature, velocity, viscosity, conductivity, constant pressure specific heat, external acceleration and external heat and temperature variation respectively (\( \rho_0, p_0 \) and \( \vartheta_0 \) are assumed to be related by a state equation). We stress that we do not assume the existence of all these reference scales because if a reference scale is not available, its value can be defined eliminating a dimensionless number. For example, if an independent time scale is not available for a particular problem, we can define it from the velocity scale taking \( S = 1 \) or, if the velocity scale is defined in terms of the fluid properties, we could take \( M = 1 \) as it is done in [22], where compressibility effects in the Rayleigh Bénard problem are studied. The system of equations to be solved reads

\[
\begin{align*}
\rho \left( S \frac{\partial u}{\partial t} + u \cdot \nabla u \right) + \frac{1}{M^2} \nabla p - \frac{1}{R} \nabla \cdot (2 \mu \varepsilon(u)) & = - \frac{1}{F^2} p \hat{z} \\
\rho c_p \left( S \frac{\partial \vartheta}{\partial t} + u \cdot \nabla \vartheta \right) - \Gamma \beta \vartheta \left( S \frac{\partial p}{\partial t} + u \cdot \nabla p \right) & + \frac{M^2}{R} \Phi - \frac{1}{P} \nabla \cdot (k \nabla \vartheta) = HSQ
\end{align*}
\]

where \( \hat{z} = (0, 0, 1)^T \), \( \varepsilon(u) = \varepsilon - \frac{1}{3} (\nabla \cdot \mathbf{u}) I \) is the deviatoric part of the rate of deformation tensor (\( \varepsilon \) is the symmetric part of the velocity gradient, \( \varepsilon(u) = \frac{1}{2} (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \)), \( \beta \) the thermal expansion coefficient (made dimensionless using the temperature scale) and \( \Phi \) is the Rayleigh dissipation function defined as \( \Phi = 2 \mu \varepsilon : \varepsilon(u) \) and \( \Gamma = p_0 / (\rho_0 c_{p_0} \vartheta_0) \) which depends on the state equation. In the case of an ideal gas \( p = \rho \vartheta \) and

\[
\Gamma = \frac{\gamma - 1}{\gamma}
\]
The boundary conditions for the momentum equations are

\[ u = u_D \quad \text{on} \quad \Gamma^u_D \]  

\[ \left( -\frac{1}{M^2} I + \frac{1}{R} \mu \varepsilon_I(u) \right) \cdot n = \frac{1}{M^2} t \quad \text{on} \quad \Gamma^u_N \]  

where \( \Gamma^u_D \) is the Dirichlet part of the domain boundary where the velocity is prescribed to \( u_D \) (made dimensionless using \( u_0 \)), \( \Gamma^u_N \) is the Neumann part of the domain boundary where the traction is prescribed to \( t \) (made dimensionless using \( p_0 \)), \( \partial \Omega = \Gamma^u_D \cup \Gamma^u_N \) is the boundary of the domain and \( n \) its exterior normal. In the same way the boundary conditions for the energy equation are of the form

\[ \vartheta = 1 + \varepsilon \vartheta_D \quad \text{on} \quad \Gamma^\vartheta_D \]  

\[ \frac{1}{\rho} k n \cdot \nabla \vartheta = H S q \quad \text{on} \quad \Gamma^\vartheta_N \]  

where \( \Gamma^\vartheta_D \) is the Dirichlet part of the domain boundary where the temperature is prescribed to \( \vartheta_D \) (made dimensionless with \( \vartheta_0 \)), \( \Gamma^\vartheta_N \) is the Neumann part of the boundary where the heat flux is prescribed to \( q \) (made dimensionless using \( Q_0 \) and \( \vartheta_0 \)) and \( \partial \Omega = \Gamma^\vartheta_D \cup \Gamma^\vartheta_N \). Finally initial conditions are given by

\[ \xi(x, 0) = \xi_0(x) \]  

for \( \xi = u, \ \xi = p, \ \xi = \rho \) and \( \xi = \vartheta \).

Having defined the equations of motion and the boundary conditions in general, let us consider some particular problems to illustrate the direct application of the unified scheme we develop in the next section. We are interested in natural convection problems and we consider two examples. The first one is the differentially heated cavity studied in [8] and [18] that consists of a rectangular cavity whose left (hot) wall has a fixed temperature \( \vartheta_h \) and whose right (cold) wall has a fixed temperature \( \vartheta_c \). Upper and lower walls are adiabatic and initially the gas is at rest with a temperature \( \vartheta_0 \) and density \( \rho_0 \). The second one is the well known Rayleigh-Bénard problem (see [16]) which consists in a layer of fluid between two infinite horizontal walls. On the lower wall a higher temperature \( \vartheta_c \) is imposed whereas on the upper one a lower temperature is imposed \( \vartheta_h \) and again, initially the gas is at rest with temperature \( \vartheta_0 \) and density \( \rho_0 \) depending linearly on the vertical coordinate. However, we are also interested in forced and mixed convection problems in which a velocity field is prescribed on the boundary leading to the so-called Poiseuille-Rayleigh-Bénard (PRB) problem (see [26]). Although several boundary conditions can be applied, we assume a prescribed Poiseuille velocity profile on the inlet and prescribed temperatures on the upper \( \vartheta_c \) and lower walls \( \vartheta_h \). We assume
initially a Poiseuille velocity distribution in the whole channel and, as in the
Rayleigh Bénard problem, an initial temperature \( \theta_0 \) and density \( \rho_0 \) depending
linearly on the vertical coordinate.

Let us finally mention the class of problems that involve slow atmospheric
flows described in [40] in chapter 6 and references therein. This is an entire
subject that we will not consider here except in what respects to the selection
of the reference state.

3 Asymptotic analysis

The limit when the Mach number tends to zero can be found using standard
procedures of asymptotic analysis described for example in [13]. The first step
is to expand all flow variables in power series of the small parameter considered
\[ \xi(x, t, M) = \xi^{(0)}(x, t) + M\xi^{(1)}(x, t) + M^2\xi^{(2)}(x, t) + O(M^3) \]
for \( \xi = u, \xi = p, \xi = \rho \) and \( \xi = \theta \).

This asymptotic setting cannot be used in any situation and in particular
we have to mention the problem of the behavior near the initial time. In this
case it is necessary to introduce a fast time scale \( \tau = t/M \) and assume an
expansion of the form
\[ \xi(x, t, M) = \xi^{(0)}(x, t, \tau) + M\xi^{(1)}(x, t, \tau) + M^2\xi^{(2)}(x, t, \tau) + O(M^3) \]
This is done in [38] and [25]. We also have to mention the problem of the
behavior of the flow in the far field when unbounded domains are considered.
In this case it is necessary to introduce a long space variable \( \eta = Mx \) that
looks to the infinity and to assume an expansion of the form
\[ \xi(x, t, M) = \xi^{(0)}(x, \eta, t) + M\xi^{(1)}(x, \eta, t) + M^2\xi^{(2)}(x, \eta, t) + O(M^3) \]
This is done in [15] and [23]. The objective of these variables is to separate
scales and to perform a multiple scale analysis of the problem. The multiple
scale analysis of the compressible Navier Stokes equations is of crucial impor-
tance to analyze acoustic phenomena that involve a fast time scale and the
propagation to the infinite. We do not consider the acoustic problem here but
we will include a long space variable \( \eta = Mz \) in the \( \hat{z} \) direction to include the
case of slow atmospheric motion considered in [40]. Therefore, we propose the
expansion
\[ \xi(x, t, M) = \xi^{(0)}(x, \eta, t) + M\xi^{(1)}(x, \eta, t) + M^2\xi^{(2)}(x, \eta, t) + O(M^3) \]
that in a bounded domain reduces to 8 simply omitting the dependence with
\( \eta \), and we have
\[ \frac{\partial \xi}{\partial z} \bigg|_M = \frac{\partial \xi^{(0)}}{\partial z} + \left( \frac{\partial \xi^{(0)}}{\partial \eta} + \frac{\partial \xi^{(1)}}{\partial z} \right) M + \left( \frac{\partial \xi^{(1)}}{\partial \eta} + \frac{\partial \xi^{(2)}}{\partial z} \right) M^2 + O(M^3) \]
Any physical property $\chi$ (where $\chi$ can be $\mu$, $k$, $c_p$, or $\beta$) can be expanded as

$$\chi(\vartheta, p) = \chi^{(0)} + M\chi^{(1)} + M^2\chi^{(2)} + \mathcal{O}(M^3)$$

where $\chi^{(0)} = \chi(\vartheta^{(0)}, p^{(0)})$ and $\chi^{(i)}$ depends on $\xi^{(i)}$ and on the derivatives of $\chi$ with respect to the temperature and pressure.

The second step is to substitute expansion 10 into equations 1 to 3 and to require that all terms in the expanded equations that are multiplied by the same power of $M$ vanish to obtain a hierarchy of equations. When the Mach number tends to zero and the rest of the numbers remain $\mathcal{O}(1)$, keeping the first set of equations of the hierarchy, we obtain the low Mach number approximation discussed in subsection 3.1. The same procedure is followed when other numbers (apart from the Mach number) tend to zero at the same time but different results are obtained depending on the relation between them.

The Boussinesq and the anelastic approximations, discussed in subsections 3.2 and 3.3 respectively, are obtained when also $F$, $H$ and eventually $\varepsilon$ tend to zero. These numbers represent the strength of the external driving, either by volumetric forces ($F$ and $H$) or by the boundary conditions ($\varepsilon$). In order to obtain all these limits in a unified way, let us consider the expansion of the compressible Navier Stokes operator (i.e. the left hand side of 1 to 3)

- **Continuity**

$$S \frac{\partial \rho^{(0)}}{\partial t} + \nabla \cdot \left( \rho^{(0)} u^{(0)} \right) = \mathcal{O}(M^0) \quad (11)$$

- **Momentum**

$$M^{-1} \left( \frac{\partial p^{(0)}}{\partial \eta} \dot{z} + \nabla p^{(1)} \right) = \mathcal{O}(M^{-1}) \quad (13)$$

$$\rho^{(0)} \left( S \frac{\partial u^{(0)}}{\partial t} + u^{(0)} \cdot \nabla u^{(0)} \right) + \frac{\partial p^{(1)}}{\partial \eta} \dot{z} + \nabla p^{(2)} - \frac{1}{R} \nabla \cdot \left( 2 \mu \varepsilon (u^{(0)}) \right) = \mathcal{O}(M^0) \quad (14)$$

- **Energy**

$$\rho^{(0)} c_p^{(0)} \left( S \frac{\partial \vartheta^{(0)}}{\partial t} + u^{(0)} \cdot \nabla \vartheta^{(0)} \right) - \Gamma \beta^{(0)} \vartheta^{(0)} \left( S \frac{\partial p^{(0)}}{\partial t} + u^{(0)} \cdot \nabla p^{(0)} \right) - \frac{1}{P} \nabla \cdot \left( k^{(0)} \nabla \vartheta^{(0)} \right) = \mathcal{O}(M^0) \quad (15)$$
Each term in the operator expansion must be equal to a term of the same order in the external forces as shown in the following subsections. The state equation, in the case of an ideal gas, is expanded as

\[ \mathcal{O}(1) : \quad p^{(0)} = \rho^{(0)} \vartheta^{(0)} \]
\[ \mathcal{O}(M) : \quad p^{(1)} = \rho^{(0)} \vartheta^{(1)} + \vartheta^{(0)} \rho^{(1)} \]

### 3.1 The low Mach number approximation

This case is defined by \( M \to 0 \), \( F = \mathcal{O}(1) \), \( H = \mathcal{O}(1) \) and \( \varepsilon = \mathcal{O}(1) \). Then the external forces are \( \mathcal{O}(1) \) and from 12 we have \( p^{(0)} = p^{(0)}(\eta, t) \) whereas from 13 we have \( p^{(1)} = p^{(1)}(\eta, t) \). The multiple scale analysis in an unbounded domain is presented by [23]. In a bounded domain we have \( p^{(0)} = p^{(0)}(t) \) and \( p^{(1)} = p^{(1)}(t) \) which becomes irrelevant and can be taken constant (it is not necessary to solve the resulting system, as shown below). Therefore, the \( M^2 \) expansion presented in [30], [28] and [21] is recovered. The pressure splits into two contributions: \( p^{(0)} \), a reference thermodynamic pressure and \( p^{(2)} \), a mechanical pressure. The first one, constant over the whole domain, changes its value only by global heating or mass adding as shown below. The mechanical pressure component \( p^{(2)} \) is determined from a velocity constraint playing the same role as in incompressible flows. In the zero Mach number limit a system of equations for \( \rho^{(0)} \), \( \vartheta^{(0)} \), \( p^{(2)} \) and \( u^{(0)} \) has to be solved.

The reference pressure \( p^{(0)} \), also called thermodynamic pressure, depends on the boundary conditions of the problem. If \( \Gamma^u_N \neq \emptyset \) the thermodynamic pressure is determined by the boundary condition. This can be seen introducing the asymptotic expansion 8 in the boundary condition 5, from where

\[ \mathcal{O}(M^{-2}) : \quad p^{(0)} = \ell^{(0)} \cdot n \]  
\[ \mathcal{O}(M^{-1}) : \quad p^{(1)} = t^{(1)} \cdot n \]  
\[ \mathcal{O}(M^0) : \quad \left( -p^{(2)} I + \frac{1}{R} \cdot \left( \frac{2 \mu \varepsilon f(u^{(0)})}{u} \right) \right) \cdot n = t^{(2)} \]

This justifies what was noted in [30]: if the domain is “open” to the atmosphere, the reference pressure is determined by the external pressure. In a “closed” domain (\( \Gamma^u_N = \emptyset \)) the thermodynamic pressure is determined by a global balance. Using the zero order mass and energy conservation equations and the state equation an equation relating the velocity divergence and the thermodynamic pressure can be found. In the case of an ideal gas, this constraint is

\[ p^{(0)} \nabla \cdot u^{(0)} = -\frac{1}{\gamma} \frac{d p^{(0)}}{dt} + \frac{1}{P} \nabla \cdot \left( k^{(0)} \nabla \vartheta^{(0)} \right) + HSQ \]
This equation, integrated over the domain gives an ordinary differential equation for the reference pressure. In the case of an ideal gas this equation is explicit and given by

\[ p^{(0)} \int_{\partial \Omega} \mathbf{u}^{(0)} \cdot \mathbf{n} = -\frac{V_{\Omega}}{\gamma} S \frac{dp^{(0)}}{dt} + \frac{1}{P} \int_{\partial \Omega} \mathbf{q}^{(0)} \cdot \mathbf{n} + HS \int_{\Omega} Q \]  

(20)

where \( V_{\Omega} = \text{meas}(\Omega) \) is the volume of the domain and \( \mathbf{q}^{(0)} \) is the zero order term of the heat flux on the boundary (either prescribed as boundary condition or computed from the temperature). In general this equation will be an implicit equation for the reference pressure. In the case of an ideal gas, a physical interpretation is possible. The constant-in-space thermodynamic pressure changes in time due to the mass addition (subtraction) or to the domain expansion (contraction) (left hand side term) or to heat addition (subtraction) either by the boundary (second right hand side term) or by volumetric sources (last right hand side term). Note that in a closed flow without mass addition or domain expansion the first term in 20 vanishes. The asymptotic expansion applied to the initial pressure defines initial conditions \( p^{(0)}_0, p^{(1)}_0 \) and \( p^{(2)}_0 \) for \( p^{(0)}, p^{(1)} \) and \( p^{(2)} \). If the zero order initial pressure is not uniform, there is an initial transient that should be studied by a multiple scale asymptotic analysis introduce a fast time scale \( \tau = \frac{t}{M} \) as mentioned before.

If we consider a non-conducting fluid in absence of heat sources, the case of open flows or the case of closed flows without addition of mass or domain expansion, we have a constant thermodynamic pressure and 19 gives

\[ \nabla \cdot \mathbf{u}^{(0)} = 0 \]

The system to be solved, called the non-homogeneous Navier Stokes equations by [19], is given by

\[ \nabla \cdot \mathbf{u}^{(0)} = 0 \]

\[ S \frac{\partial \mathbf{u}^{(0)}}{\partial t} + \mathbf{u}^{(0)} \cdot \nabla \mathbf{u}^{(0)} + \nabla p^{(2)} - \frac{1}{\gamma \mathcal{R}} \nabla \cdot (2 \mu^{(0)} \varepsilon(\mathbf{u}^{(0)})) = -\frac{1}{\mathcal{F}^2} \rho^{(0)} \hat{z} \]

Further, if the density distribution is initially constant, it remains constant for all times and we have the homogeneous incompressible Navier Stokes equations

\[ \nabla \cdot \mathbf{u}^{(0)} = 0 \]

\[ \rho^{(0)} \left( S \frac{\partial \mathbf{u}^{(0)}}{\partial t} + \mathbf{u}^{(0)} \cdot \nabla \mathbf{u}^{(0)} \right) + \nabla p^{(2)} - \frac{1}{\gamma \mathcal{R}} \nabla \cdot (2 \mu^{(0)} \varepsilon(\mathbf{u}^{(0)})) = -\frac{1}{\mathcal{F}^2} \rho^{(0)} \hat{z} \]
However, in the general case of a conducting fluid, the system to be solved is made up of the zero Mach number equations, given by

\[
S \frac{\partial \rho(0)}{\partial t} + \nabla \cdot (\rho(0) u(0)) = 0
\]

\[
\rho(0) \left( S \frac{\partial u(0)}{\partial t} + u(0) \cdot \nabla u(0) \right) + \nabla p(2) - \frac{1}{R} \nabla \cdot (2\mu(0) \varepsilon_t(u(0))) = -\frac{1}{F^2} \rho(0) \hat{z}
\]

\[
\rho(0) c_p(0) \left( S \frac{\partial \vartheta(0)}{\partial t} + u(0) \cdot \nabla \vartheta(0) \right) - \Gamma \beta \vartheta(0) S \frac{dp(0)}{dt} - \frac{1}{P} \nabla \cdot (k(0) \nabla \vartheta(0)) = HSQ
\]

which has to be completed with the state equation \(p(0) = \rho(0) \vartheta(0)\) where the thermodynamic pressure \(p(0)\) is either given by \(20\) or determined by the boundary condition \(16\).

This system of equations does not present acoustic phenomena that are present in a compressible flow as was shown in \([30]\), \([28]\) and \([25]\). Acoustic phenomena are pressure and density waves of small amplitude and fast propagation velocity (the sound speed \(c\)) that satisfy the compressible Navier Stokes equations. It is easy to see that a wave equation for the pressure can be deduced from the full compressible equations taking the temporal derivative of 1 and 3, the divergence of 2 and using the state equation. When the Mach number is small the hyperbolic wave equation for the pressure becomes an elliptic equation for the first order pressure \(p(2)\), thus showing the implicit (“incompressible” or “mechanical”) character of this pressure component. It is not an evolving variable but can be understood as an implicit Lagrange multiplier determined by the mass conservation.

### 3.2 The Boussinesq approximation

This case is defined by \(M \to 0, F^2 = O(M), H = O(M) \) and \(\varepsilon = O(M)\). In order to study this limit it is useful to introduce the Boussinesq number, defined as

\[
B = \frac{\rho_0 g l_0}{\rho_0} = \frac{M^2}{F^2}
\]

This number was defined first in \([36]\) but its importance in vertically stratified flows was already noted in \([1]\). Note that \(M \to 0\) with \(F^2 = O(M)\) implies \(B \to 0\) with \(B = O(M)\). A small Boussinesq number is a restriction on the height of the flow analyzed, as the quantity \(p_0/\rho_0 g_0\) is the height scale of the thermodynamic field.
Now the external forces are $O(M^{-1})$ and from 12 we have $p^{(0)} = p^{(0)}(\eta, t)$ whereas from 13 we have
\[
\frac{\partial p^{(0)}}{\partial \eta} \hat{z} + \nabla p^{(1)} = -MF^{-2} \rho^{(0)} \hat{z}
\] (21)
from where $p^{(1)} = p^{(1)}(\eta, z, t)$. In the problem of slow atmospheric motion (unbounded domain) the variable $\eta$ is the standard altitude as defined in [39] and the standard atmosphere satisfies 21 with $p^{(1)}$ constant and $p^{(0)} = p^{(0)}(\eta)$. The analysis presented in [38, 39, 40] and in [5] considers $p^{(1)}$ constant and then, motivated by 21, the zero order fields independent of $z$ and $t$. We are not aware of any formal derivation of this result that should be therefore considered as a hypothesis, certainly reasonable anyway. Note that the dependence on $\eta$ is weaker than the dependence on $z$ giving a different description of the standard atmosphere.

In a bounded domain, from 12 we have $p^{(0)} = p^{(0)}(t)$ whereas from 13 $p^{(1)} = p^{(1)}(z, t)$ and $\rho^{(0)} = \rho^{(0)}(z, t)$. Using the state equation we obtain $\vartheta^{(0)} = \vartheta^{(0)}(z, t)$. Then, the zero order energy equation reads
\[
\rho^{(0)} c_p^{(0)} \left( \frac{\partial \vartheta^{(0)}}{\partial t} + \mathbf{u}^{(0)} \cdot \hat{z} \frac{\partial \vartheta^{(0)}}{\partial z} \right) - \Gamma \beta^{(0)} \vartheta^{(0)} \frac{d p^{(0)}}{dt} = \frac{1}{P} \frac{\partial}{\partial z} \left( \kappa^{(0)} \frac{\partial \vartheta^{(0)}}{\partial z} \right)
\] (22)
Introducing the asymptotic expansion 8 in the boundary condition 6 and 7 we obtain
\[
O(M^0) : \quad \vartheta^{(0)} = 1 \quad (23)
\]
\[
O(M^1) : \quad \vartheta^{(1)} = \vartheta_D^{(0)} \quad (24)
\]
and
\[
O(M^0) : \quad \frac{1}{P} k \mathbf{n} \cdot \nabla \vartheta^{(0)} = 0 \quad (25)
\]
\[
O(M^1) : \quad \frac{1}{P} k \mathbf{n} \cdot \nabla \vartheta^{(1)} = Sq^{(0)} \quad (26)
\]
The solution $\vartheta^{(0)} = 1$ and $p^{(0)} = 1$ satisfies 22, 20 and boundary conditions 23 and 25 except for closed flows with addition of mass (note that the last two terms in 20 vanish). As in the previous case, the asymptotic expansion 8 applied to the initial pressure defines the initial condition for $p^{(0)}$ which is assumed to be uniform as discussed before. In the same way if the initial temperature for $\vartheta_0^{(0)}$ depends on $x$ or $y$ there is an initial transient and a multiple scale asymptotic analysis should be performed, and if $\vartheta^{(0)}(x, 0) = \vartheta_0^{(0)}(z)$ the evolution equations 22 and 20 must be solved. However, if the initial zero order temperature is constant (compatible with the boundary conditions)
then \( \vartheta^{(0)} = 1 \) and \( p^{(0)} = 1 \) and from the state equation \( \rho^{(0)} = 1 \). In this case, from 21 we have \( p^{(1)} = -MF^{-2} \rho^{(0)} \hat{z} \) and the Boussinesq equations read

\[
\nabla \cdot \vec{u}^{(0)} = 0
\]

\[
\rho^{(0)} \left( \frac{\partial \vec{u}^{(0)}}{\partial t} + \vec{u}^{(0)} \cdot \nabla \vec{u}^{(0)} \right) + \nabla p^{(2)} - \frac{1}{R} \nabla \cdot (2\mu\varepsilon^{(0)}(\vec{u}^{(0)})) = -MF^{-2} \rho^{(1)} \hat{z}
\]

\[
\rho^{(0)} c_p^{(0)} \left( \frac{\partial \vartheta^{(1)}}{\partial t} + \vec{u}^{(0)} \cdot \nabla \vartheta^{(1)} \right) + \Gamma \beta^{(0)} \vartheta^{(0)} w^{(0)} \frac{dp^{(1)}}{dz} - \frac{1}{P} \nabla \cdot \left( k^{(0)} \nabla \vartheta^{(1)} \right) = SQ
\]

This system has to be completed with a state equation, which for an ideal gas is

\[
\rho^{(1)} = \frac{p^{(1)}}{\vartheta^{(0)}} - \frac{\rho^{(0)}}{\vartheta^{(0)}} \vartheta^{(1)}
\]

In the case of an unbounded domain the same system is obtained replacing \( \frac{dp^{(1)}}{dz} \) by \( \frac{dp^{(0)}}{\eta} \), as shown in [38, 39]. In this case also \( p^{(0)}(\eta), \rho^{(0)}(\eta), \) and \( \vartheta^{(0)}(\eta) \) describe the reference static atmosphere. However, in a bounded domain the reference state is simply a constant and the hydrostatic pressure \( p^{(1)} \) naturally appears. We contrast this approach with the one followed in [39, 40] and in [5] where a motionless basic state is introduced a priori and the asymptotic analysis is performed for the perturbations.

### 3.3 The anelastic and quasistatic approximations

This case is defined by \( M \to 0 \) and \( F = \mathcal{O}(M) \). From 12 and 13 we have

\[
M^{-2} \nabla p^{(0)} = -F^{-2} \rho^{(0)} \hat{z} \quad (27)
\]

\[
M^{-1} \frac{\partial p^{(0)}}{\partial \eta} \hat{z} + M^{-1} \nabla p^{(1)} = -F^{-1} \rho^{(1)} \hat{z} \quad (28)
\]

from where \( p^{(0)} = p^{(0)}(\eta, z, t) \), \( \rho^{(0)} = \rho^{(0)}(\eta, z, t) \), \( p^{(1)} = p^{(1)}(\eta, z, t) \) and \( \rho^{(1)} = \rho^{(1)}(\eta, z, t) \). Assuming \( H = \mathcal{O}(M^2) \), the zero order energy equation is

\[
\rho^{(0)} c_p^{(0)} \left( \frac{\partial \vartheta^{(0)}}{\partial t} + \vec{u}^{(0)} \cdot \hat{z} \frac{\partial \vartheta^{(0)}}{\partial z} \right) - \Gamma \beta^{(0)} \vartheta^{(0)} \left( \frac{\partial p^{(0)}}{\partial t} + \vec{u}^{(0)} \cdot \hat{z} \frac{\partial p^{(0)}}{\partial z} \right) - \frac{1}{P} \nabla \cdot \left( k^{(0)} \nabla \vartheta^{(0)} \right) = 0 \quad (29)
\]

If \( H = \mathcal{O}(1) \) the heat source appears on the right hand side of 29 but this term does not affect the asymptotic analysis, it only changes the reference order zero fields. Again, boundary conditions are split as 16-18, 23-24 and 25-26.
This problem is quite complex and no closed solution has been found, although some comments can be made. This problem is analyzed in [38, 40] assuming $p^{(0)} = p^{(0)}(z)$, $p^{(0)} = p^{(0)}(z)$, $\vartheta^{(0)} = \vartheta^{(0)}(z)$, $p^{(1)} = 0$, $\rho^{(1)} = 0$ and $\vartheta^{(1)} = 0$. Note that to assume $p^{(1)} = 0$, $\rho^{(1)} = 0$ and $\vartheta^{(1)} = 0$ is equivalent to assume an expansion in powers of $M^2$ instead of $M$. This analysis is valid both in bounded and unbounded domains as the long variable $\eta$ is not used. In the problem of slow atmospheric motions this implies a stronger dependence of the standard reference fields on the standard altitude, now defined using $z$ in [40].

Under these assumptions 29 becomes

$$u^{(0)} \cdot \hat{z} = \left[ \rho^{(0)} c_p^{(0)} \frac{d\vartheta^{(0)}}{dz} - \Gamma \beta^{(0)} \vartheta^{(0)} \frac{dp^{(0)}}{dz} \right] = \frac{1}{P} \nabla \cdot (k^{(0)} \nabla \vartheta^{(0)})$$

and two different cases can be considered

- If

$$\rho^{(0)} c_p^{(0)} \frac{d\vartheta^{(0)}}{dz} - \Gamma \beta^{(0)} \vartheta^{(0)} \frac{dp^{(0)}}{dz} \neq 0 \quad (30)$$

then

$$u^{(0)} \cdot \hat{z} = \frac{1}{P} \nabla \cdot (k^{(0)} \nabla \vartheta^{(0)})$$

This case is called quasi-static approximation in [4, 5] and [38, 39, 40]. The vertical velocity is constrained by an hydrostatic equilibrium in the vertical direction and only plane motions can occur.

- If

$$\rho^{(0)} c_p^{(0)} \frac{d\vartheta^{(0)}}{dz} - \Gamma \beta^{(0)} \vartheta^{(0)} \frac{dp^{(0)}}{dz} = 0 \quad (31)$$

the anelastic approximation follows. This condition together with the zero order momentum and energy equations define the reference (zero order) state

$$\rho^{(0)} c_p^{(0)} \frac{d\vartheta^{(0)}}{dz} - \Gamma \beta^{(0)} \vartheta^{(0)} \frac{dp^{(0)}}{dz} = 0 \quad (32)$$

$$\frac{1}{P} \frac{d}{dz} \left( k^{(0)} \frac{d\vartheta^{(0)}}{dz} \right) = 0 \quad (33)$$

$$\frac{dp^{(0)}}{dz} = B \rho^{(0)} \quad (34)$$
where also the zero order state equation needs to be considered. For an ideal gas $p^{(0)} = \rho^{(0)} \vartheta^{(0)}$. The final set of anelastic equations to be solved, using this reference state, is given by

$$\nabla \cdot \left( \rho^{(0)} u^{(0)} \right) = 0$$

and

$$S \rho^{(0)} \frac{\partial u^{(0)}}{\partial t} + \rho^{(0)} u^{(0)} \cdot \nabla u^{(0)} + \nabla \rho^{(2)} - \frac{1}{R} \nabla \cdot (2 \mu \varepsilon(u^{(0)})) = -B \rho^{(2)} \hat{z}$$

$$\rho^{(0)} c_p^{(0)} \left( \frac{\partial \vartheta^{(2)}}{\partial t} + u^{(0)} \cdot \nabla \vartheta^{(2)} \right) + \left( \rho^{(2)} c_p^{(0)} + \rho^{(0)} c_p^{(2)} \right) w^{(0)} \frac{d \vartheta^{(0)}}{dz}$$

$$- \Gamma \left( \beta^{(2)} \vartheta^{(0)} + \beta^{(0)} \vartheta^{(2)} \right) \frac{dp^{(0)}}{dz} - \Gamma \beta^{(0)} \vartheta^{(0)} \left( \frac{S \partial \rho^{(2)}}{\partial t} + u^{(0)} \cdot \nabla \rho^{(2)} \right)$$

$$- \frac{1}{P} \frac{d}{dz} \left( k^{(0)} \frac{d \vartheta^{(2)}}{dz} + k^{(2)} \frac{d \vartheta^{(0)}}{dz} \right) = \frac{1}{R} \Phi^{(0)} + SQ$$

which also needs to be closed by the state equation, that in the case of an ideal gas is

$$p^{(2)} = \rho^{(0)} \vartheta^{(2)} + \rho^{(0)} \rho^{(2)}$$

These equations were presented in [28], where it is mentioned that they were written in this form in [17] and that they are a generalization of those obtained in [9] and [11]. As noted in [28], in the case of an ideal gas with constant $c_p$ equations 32-33-34 can be solved and the reference state can be written as

$$\vartheta^{(0)} = (1 - \Gamma Bz)$$

$$\rho^{(0)} = (1 - \Gamma Bz)^{\frac{1}{\gamma - 1}}$$

$$\rho^{(0)} = (1 - \Gamma Bz)^{\frac{1}{\gamma - 1}}$$

If now the limit of $B \to 0$ as $B = O(M)$ is considered, the Boussinesq approximation presented in the previous subsection is recovered (as $B = O(M)$ implies $F^2 = O(M)$). The Boussinesq approximation is obtained in this way in [29] defining a reference state in equations 32, 33 and 34.

### 3.4 The choice of reference scales

In this subsection we apply the developed framework to the problems defined at the end of section 2. Let us start considering the case of natural convection problems. We consider $S = 1$, that is to say that we take $l_0/u_0$ as a reference time and we have the scales $l_0$, $\rho_0$, $\vartheta_0$, $\mu_0$, $k_0$, $c_{\rho_0}$, $g_0$ and $\Delta \vartheta$. Therefore these problems are described in terms of five parameters: $M$, $F$, $R$, $P$ and $\varepsilon$. In the natural convection context, the Rayleigh-Bénard problem and the
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differentially heated cavity, it is common to consider the Rayleigh number $Ra$ and the Prandtl number $Pr$, defined as

\[ Ra = \frac{g l_0^3 \Delta \vartheta}{\nu_0 \alpha_0}, \quad Pr = \frac{\nu_0}{\alpha_0} \]

where $\nu_0$ is the kinematic viscosity ($\nu_0 = \mu_0/\rho_0$), which satisfy

\[ Ra = \frac{\varepsilon}{F^2} R^2 Pr, \quad R = PPr \]

and to describe the problems in terms of $M$, $F$, $Ra$, $Pr$, and $\varepsilon$. A definition of the velocity scale eliminates one of these numbers. The problem of the differentially heated cavity has been analyzed in [8] and the Rayleigh Bénard problem has been analyzed in [24], in both cases defining the velocity scale of the problem as the diffusive speed given by

\[ u_0 = \frac{k_0}{\rho_0 c_{p0} l_0} = \frac{\alpha_0}{l_0} \]

where $\alpha_0$ is the thermal diffusivity scale ($\alpha_0 = k_0/\rho_0 c_{p0} l_0$), which corresponds to make $P = 1$. The differentially heated cavity problem has also been analyzed in [33] assuming that the velocity scale problem is the viscous speed given by $u_0 = \nu_0/l_0$, what corresponds to make $R = 1$. However, in our view, the most appropriate scaling for the velocity is the one used in [29] in the context of the Rayleigh Bénard problem and in [12], given by

\[ u_0 = \left( \beta_0 \Delta \vartheta g l_0 \right)^{1/2} \]

that we may call “buoyancy speed” and that is obtained from

\[ F^2 = \varepsilon \]

With this definition of the velocity scale $M^2 = B \varepsilon$. Therefore, the low Mach number approximation is valid for thin layers ($B \to 0$) or small temperature differences ($\varepsilon \to 0$). The Boussinesq approximation also requires $F^2 = O(M)$ and $\varepsilon = O(M)$ from where $\varepsilon = O(F^2)$, that is automatically satisfied with this definition of the velocity scale, which also implies $B = O(\varepsilon)$. Therefore, the Boussinesq approximation is valid for thin layers ($B \to 0$) and small temperature differences ($\varepsilon \to 0$). In the case of the Rayleigh-Bénard problem and the differentially heated cavity the Boussinesq number is defined in terms of the height. Assuming it is small, the low Mach number approximation will be valid and the Boussinesq approximation will be valid only for small temperature differences. A comparison between both results in the differentially heated cavity can be found in [8].
Another important aspect of the proposed approach is the possibility of analyzing forced or mixed convection problems. In the case of the Poiseuille-Rayleigh-Bénard problem we have a velocity \( u_0 \) defined by the boundary condition. The low Mach number approximation is valid when the velocity \( u_0 \) is small compared to the sound speed. The Boussinesq approximation also requires \( F^2 = \mathcal{O}(M) \), what is equivalent to \( B = \mathcal{O}(M) \), and implies a restriction on the height scale, and \( \varepsilon = \mathcal{O}(F^2) \), what implies a velocity \( u_0 \) of the order of the buoyancy speed or, equivalently, small temperature differences (i.e. \( \varepsilon = \mathcal{O}(M) \)). However, if the velocity prescribed on the boundary is much smaller than the buoyancy speed (\( u_0 \ll (\beta_0 \Delta \vartheta g l_0)^{1/2} \) or \( F^2 \ll \varepsilon \)), the problem will be similar to the Rayleigh-Bénard problem and the fluid motion will be driven by temperature differences. Therefore, when \( F^2 \ll \varepsilon \) we redefine the velocity scale by \( F^2 = \varepsilon \) and the case of natural convection is recovered. If \( F^2 \gg \varepsilon \) we keep the velocity scale given by the boundary conditions and the validity of the low Mach number approximation will depend directly on the Mach number. The Boussinesq approximation will be valid if the Froude number is also small, as the asymptotic analysis shows. Note that, in this case, the temperature difference is small because \( F^2 \gg \varepsilon \). It is the comparison between \( F^2 \) and \( \varepsilon \) what defines the transition from natural convection to mixed and finally forced convection.

4 Summary and conclusions

The zero Mach number limit of the compressible flow equations yields different sets of equations depending on the type of flow analyzed. If an isentropic flow is considered, the incompressible Navier Stokes equations are recovered. When heat exchange is taken into account, different sets of equations are found. This limit is obtained using an expansion of the unknowns in series of the Mach number, which according to [31] is valid (i.e. yields a convergent solution) in the near field (see also [34]). When the Froude number is also small several situations can be found. On the one hand, the anelastic and the quasistatic approximations are found when \( M, F \to 0 \) and \( M \simeq F^2 \), if a reference state depending on \( z \) is assumed. On the other hand, the Boussinesq approximation is found when \( M, F \to 0 \) and \( M \simeq F^2 \), \( H \simeq F^2 \) and \( \varepsilon \simeq F^2 \) assuming appropriate initial and boundary conditions. This approximation is also valid in an unbounded domain if the reference state depends weakly on \( z \) through \( \zeta = Bz \) as shown in [4, 5] and [36, 38, 39].

These limits have been obtained under the unified asymptotic setting proposed here which presents two particular ingredients. On the one hand, the reference state is obtained as a consequence of the limit and not “a priori” as it is usually made. On the other hand, the choice of reference scales is discussed
after the asymptotic development. The physical meaning of the similarity rules introduced in the asymptotic analysis has been made precise in the case of bounded domains for both natural and mixed convection problems.

The three approximations considered when heat exchange is taken into account (the zero Mach number approximation, the anelastic approximation and the Boussinesq approximation) describe the basic mechanism of thermal coupling which is due to the dependence of the density on the temperature. When a fluid element is heated, it expands and moves up. None of the three approximations describe acoustic phenomena, what is certainly desirable from a numerical point of view. The main difference between them is how they take into account the compressibility of the medium. While in the Boussinesq approximation the flow is incompressible, in the zero Mach number model the density distribution is predicted and the velocity field is affected by expansions or contractions due to heating and mass addition or domain expansion. A clear example is that of a fluid in a domain closed by a piston on the top. If we heat the fluid, it will expand and the piston will move up. Whereas the low Mach number model correctly predict this behavior, the Boussinesq approximation will predict a non moving piston because the flow does not expand. Between the low Mach number and the Boussinesq approximation, the anelastic approximation (mainly used in atmospheric sciences) takes into account the density of a stratified medium in the mass balance.
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