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Abstract

When applied to diffusion problems in a multiphase setup, the popular XFEM strategy suffers from an inaccurate representation of the local fluxes in the vicinity of the interface. The XFEM enrichment improves the global quality of the solution but it is not enforcing any local feature to the fluxes. Thus, the resulting numerical fluxes in the vicinity of the interface are not realistic, in particular when conductivity ratios between the different phases are very high. This paper introduces an additional restriction to the XFEM formulation aiming at properly reproducing the features of the local fluxes in the transition zone. This restriction is implemented through Lagrange multipliers, and the stability of the resulting mixed formulation is tested satisfactorily through the Chapelle-Bathe numerical procedure. Several examples are presented and the solutions obtained show a spectacular improvement with respect to the standard XFEM.

1 INTRODUCTION

Multiphase problems appear in about all fields of physics and mechanics. The classical approach to solve these problems with the Finite Element method (FEM) consists in constructing a mesh that follows the interface. Therefore, each element of the mesh pertains to only one phase, and the solution of the coupled problem can be represented reasonably well by a polynomial approximation over each element. However, when the interface is moving, the constraint that the mesh should follow the interface means that the mesh must be reconstructed at each evolution step, which can rapidly become very costly. This problem is central in metal forging, oceanography, imaging, flame modeling, melting of materials, among other applications.

Similar concerns appear for single-phase problems with intricate geometries that are solved using the immersed boundary method [1, 2, 3], or similar techniques. In these approaches, a virtual interface is created where the boundary of the domain lied, while giving very stiff or soft properties to the newly-introduced material, depending on the type of boundary condition desired. This virtual
The two-phase problem is equivalent to the original, single-phase, problem, but the meshing constraints are relaxed. This set of methods is becoming very interesting, concurrently with the ever-widening use of real microscopy images for the definition of the geometry of computational problems [4].

In the two sets of problems described above (evolving multi-phase problems and geometrically intricate single-phase problems), the possibility that the elements of the mesh be intersected by the interface is very appealing. Using the FEM, it is technically possible to do so [5, 6]. However, the rate of convergence of the solution with respect to the size of the elements is heavily deteriorated [7]. Authors have therefore proposed alternative approaches. Among those, the Generalized and eXtended Finite Element Methods (GFE M/XFEM) have been widely developed [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. In these methods, the classical FEM basis, using polynomials over each element, is enriched with functions that incorporate information about the interface. In the particular problems considered here, the enrichment functions introduce the possibility for the solution to have a discontinuous gradient over the interface. The improvement of the XFEM solution is often dramatic in terms of global errors, with respect to a FEM solution. However, large errors in the evaluation of the fluxes close to the interface can arise, in particular when the conductivity ratio between the two phases is large. Unfortunately, these fluxes are often very important in practice. In particular, they often provide the main drive for the evolution of the interface [22]. The main objective of this paper is to propose a method to improve this flux evaluation in the vicinity of the interface, while retaining the advantages of using unfitted meshes.

Other authors have considered similar questions. In [23], the authors considered enriched functions that consisted of the restriction of the classical finite element functions to each side of the interface. As these functions are not continuous over the interface, a variant of Nitsche’s approach was used to weakly enforce the continuity of the primal variable. The main drawback of this formulation is that it involves a parameter that must be chosen with care in order to obtain a stable formulation. Nevertheless, several papers [24, 25] elaborated on variants of this original paper. Alternatively, some authors tried to enforce the continuity of the displacements through Lagrange multipliers [26]. The drawback of that approach is that it introduces additional variables in the elements cut by the interface. Also, care must be taken in the choice of the space of Lagrange multipliers in order to enforce stability. Several choices of Lagrange multiplier spaces have been proposed [27, 28], with the corresponding stability tested through numerical procedures [29, 30]. A mortar-like Lagrange approach was also proposed [31] to allow for an independent discretization of the bulk and interface fields. Note that, to the best of our knowledge, all authors use enrichment functions that are discontinuous in both the displacement and the gradient. The enrichment functions that we use in this paper are discontinuous in the gradient but continuous in the displacement (see section 3).

Although it is not central to the issues addressed in this paper, we would lastly like to comment on the parameterization of the interface. Several methods have been proposed [32], among which front tracking methods [33] and the
marker-in-cell method \[34, 35\]. We consider here level-set functions \[36, 37\], which provide a very efficient and elegant alternative to the previous parameterizations. Since their first use in the description of dynamical two-phase fluid systems \[38, 39\], their power has been acknowledged for the parameterization of complex evolving phases. In particular, their ability to deal with changes in topology without any remeshing has been recognized \[40, 41\]. They have been used in several fields of geophysics and geomechanics, including modeling of two-phase flows and permeability estimation in reservoir simulations \[41, 42\], tectonic plates subduction \[43, 44\], seismic waves travel time computation \[45\], and, generally, for inverse problems and optimal design \[46, 47, 48\].

As stated earlier, the objective of this paper is to propose a method to improve the flux evaluation in the vicinity of the interface, while retaining the advantages of using unfitted meshes in the context of the XFEM. This paper builds on \[49\], where the continuity of the gradients across the interface was enforced in a strong form. The resulting formulation was unfortunately very dependent on the type of elements that were used, and no stability analysis was possible. The general form of the mixed weak formulation presented at section 5 was then briefly sketched in \[50\], but without the stability analysis and examples presented here. The adopted methodology is based on enforcing continuity of the flux across the interface using Lagrange multipliers. Consequently, the number of unknowns is increased with the dimension of the Lagrange multipliers space. Being the interface in a manifold of lesser order with respect to the computational domain, the cost increase is considered to be very moderate. In any case, the payoff in local accuracy值得s the computational effort.

The outline of the paper is the following: in section 2, the problem of interest is stated; in section 3, the XFEM and the enrichment functions that we use are described; in section 4, an illustration of the lack of accuracy of the XFEM for the fluxes in the vicinity of the interface is presented; in section 5 and 6, which constitute the core of the paper, our Lagrange-based mixed formulation is introduced and its stability is discussed; and finally, in section 7, several examples illustrate the behavior of the method proposed.

## 2 PROBLEM STATEMENT

Let us consider an open bounded domain \(\Omega \subset \mathbb{R}^2\), partitioned into two subdomains \(\Omega_1\) and \(\Omega_2\) with different physical characteristics (see figure 1 for notations). The boundary \(\partial \Omega\) of the global domain \(\Omega\) is divided into two parts on which two different types of boundary conditions (Dirichlet or Neumann) will be applied: \(\partial \Omega = \Gamma_N \cup \Gamma_D\), with \(\Gamma_N \cap \Gamma_D = \emptyset\). The interface between the two subdomains \(\Omega_1\) and \(\Omega_2\) is denoted \(\Gamma = (\partial \Omega_1 \cup \partial \Omega_2) \setminus \partial \Omega\).

We consider the following problem, which could for instance model the temper-
Temperature distribution over a biphasic material: find $u$ such that:

\[-\nabla \cdot q = f \quad \text{in } \Omega_1 \cup \Omega_2 \quad \text{(1a)}
\]
\[q \cdot n = \nu \nabla u \quad \text{in } \Omega_1 \cup \Omega_2 \quad \text{(1b)}
\]
\[\nu \nabla u \cdot n = g_N \quad \text{on } \Gamma_N \quad \text{(1c)}
\]
\[u = u_D \quad \text{on } \Gamma_D \quad \text{(1d)}
\]
\[[q] \cdot n = 0 \quad \text{on } \Gamma \quad \text{(1e)}
\]

In these equations, $\nu = \nu_1$ in the phase $\Omega_1$ and $\nu = \nu_2$ in the phase $\Omega_2$. The normal vector $n$ is the outgoing normal vector along $\Gamma_N \cup \Gamma_D$ and is oriented (arbitrarily) as indicated on figure 1(b), from $\Omega_1$ towards $\Omega_2$.

Note that the continuity of the (normal) flux, enforced by equation (1e), and the fact that the material coefficients $\nu_1$ and $\nu_2$ are different, implies that the gradient of $u$ is necessarily discontinuous (in the direction of the normal to $\Gamma$), that is

\[\nabla u|_{\Omega_1} \cdot n \neq \nabla u|_{\Omega_2} \cdot n. \quad \text{(2)}
\]

Note also that the jump of the normal component of the gradient depends on the contrast between $\nu_1$ and $\nu_2$. On the contrary, the tangential component of the gradient is continuous, due to the continuity of $u$ in $\Omega$. Thus, denoting by $\tau$ the unit vector tangent to $\Gamma$ at $P$ (see figure 1(b)), one has

\[\nabla u|_{\Omega_1} \cdot \tau = \nabla u|_{\Omega_2} \cdot \tau. \quad \text{(3)}
\]
2.1 Variational form

The following functional spaces are introduced to properly state the weak form of the problem. The space \( V \) containing the solution \( u \) is defined as
\[
V := \{ u \in H^1(\Omega) : u = u_D \text{ in } \Gamma_D \},
\]
(4)
and the corresponding test functions space, \( V_0 \) is
\[
V_0 := \{ u \in H^1(\Omega) : u = 0 \text{ en } \Gamma_D \}.
\]
(5)
Thus, the weak form of the problem, equivalent to (1) reads: find \( u \in V \) such that
\[
a(u, v) = \ell(v), \quad \text{for all } v \in V_0,
\]
(6)
where the bilinear and linear forms \( a(\cdot, \cdot) \) and \( \ell(\cdot) \) are given by
\[
a(u, v) := \int_{\Omega_1 \cup \Omega_2} \nu \nabla u \cdot \nabla v \, d\Omega \quad \text{and} \quad \ell(v) := \int_{\Omega} fv \, d\Omega - \int_{\Gamma_N} g_N v \, ds.
\]
(7)
It is worth noting that the continuity constraint (1e) is implicitly imposed in (6). In fact, this condition is enforced in (6) in a weak fashion, in the same manner as the Neumann boundary conditions (1c). Therefore, this restriction is exactly fulfilled only if the equation is solved exactly, using the infinite-dimensional spaces \( V \) and \( V_0 \). In the FEM solution, using finite-dimensional spaces approximating \( V_H \) and \( V_{H_0} \), these conditions are only verified approximately. We come back to this issue in section 5.

3 PHASE TRACKING WITH LEVEL SETS AND XFEM ENRICHMENT

In this section, we briefly recall the definitions of level sets, of the FEM, and of the XFEM, with a particular emphasis on the type of enrichment functions that are used in our version of the XFEM.

3.1 Level sets

Level set functions [36, 37] provide a very efficient and elegant parameterization of multi-phases domains. In the simplest setting, they allow to discriminate between two areas of a domain, with no explicit parameterization of the actual interface. Conceptually, they are constructed in a space of higher dimension than the interface they intend to represent, with a smoother topological behavior that allows for an easier manipulation.

The level set is a function \( \phi(x) \) defined over the entire domain \( \Omega \), and its sign indicates the belonging to one or the other of the two areas \( \Omega_1 \) and \( \Omega_2 \):
\[
\phi(x) = \begin{cases} 
> 0, & x \in \Omega_1 \\
= 0, & x \in \Gamma \\
< 0, & x \in \Omega_2
\end{cases}
\]
(8)
Usually, its absolute value is defined as the distance to the interface. The interface is hence parameterized by the set of zeros of the level set.

### 3.2 Finite Element Method (FEM)

A finite element mesh generates a discrete functional space \( V_H \subset V \), where \( H \) stands for the characteristic size of the elements in the mesh. The mesh is a partition of the domain \( \Omega \) into disjoint elements \( \Omega^e \), \( e = 1, \ldots, n_e \), that is \( \Omega = \bigcup_e \Omega^e \) and \( \Omega^e \cap \Omega^{e'} = \emptyset \) for \( e \neq e' \). The corresponding discrete counterpart of the test space \( V_0 \) is denoted by \( V_{H0} \). The standard FEM basis of shape functions, generating \( V_{H0} \) is denoted by \( N_i, i = 1, \ldots, n_H \), being \( n_H \) the number of nodal points in the finite element mesh.

The affine space \( V_H \) is therefore \( V_H = \{ u^D \} + V_{H0} \), where \( u^D \) is a function in \( \text{span}(N_1, \ldots, N_{poin}) \), defined over \( \Omega \) and that coincides with \( u_D \) on \( \Gamma_D \). Typically, \( u^*_D \) is determined as the interpolation of \( u_D \) with the FEM mesh. In the following, it is assumed that the FEM discretization properly reproduces \( u_D \) (no oscillation terms in the data are considered). Thus, the FEM solution \( u_H \) is defined by the nodal values \( u_i, i = 1, \ldots, n_H \):

\[
    u_H = \sum_{i=1}^{n_H} N_i u_i, \quad \text{(9)}
\]

and is such that

\[
    a(u_H, v) = \ell(v), \quad \text{for all } v \in V_{H0} \subset V_0. \quad \text{(10)}
\]

The discretization results in an algebraic system of equations

\[
    K_{uu} u = F_u, \quad \text{(11)}
\]

where the unknown column vector \( u \) contains the coefficients \( u_i \), associated to the nodes that are not on the Dirichlet boundary \( \Gamma_D \), and the stiffness matrix \( K_{uu} \) and force vector \( F_u \) have generic components \( [K_{uu}]_{ij} = a(N_i, N_j) \) and \( [F_u]_j = \ell(N_j) - a(u^*_D, N_j) \).

A consequence of the assumption of no data oscillations is that the error associated with \( u_H, e := u - u_H \), belongs to \( V_0 \). Thus, Galerkin orthogonality holds and \( u_H \) is optimal in the sense that

\[
    \|u - u_H\| \leq \|u - v\|, \quad \forall v \in V_H \quad \text{(12)}
\]

where \( \| \cdot \| \) is the energy norm, defined by \( \|v\|^2 = a(v, v) \).

The level set function \( \phi \) is also approximated by \( \phi_H \in V_H \) and determined by the nodal values \( \phi_i, i = 1, \ldots, n_H \),

\[
    \phi \approx \phi_H = \sum_{i=1}^{n_H} N_i \phi_i. \quad \text{(13)}
\]
This allows to describe the interface as a continuous line (surface in 3D), smooth inside the elements and with slope discontinuities when intersecting the element edges (sides in 3D). For linear triangular elements the interface is a polygonal line.

Thus, the normal vector to the interface (see Figure 1(c)) is easily computed at any point of the interface in the interior of an element $\Omega^e$:

$$n = \frac{\nabla \phi_H}{\| \nabla \phi_H \|} \quad \text{with} \quad \nabla \phi_H = \sum_{i=1}^{n_H} \phi_i \nabla N_i.$$  \hspace{1cm} (14)

Note that, as $\phi_H$ is positive on $\Omega_1$, its gradient, and consequently $n$, point from $\Omega_1$ towards $\Omega_2$.

### 3.3 EXtended Finite Element Method (XFEM)

The standard FEM provides a solution $u_H$ that is infinitely regular (smooth) inside any element $\Omega^e$. Therefore, standard finite elements are unable to reproduce the gradient jumps of the actual solution (see (1e) and (2)). The XFEM enriches the FEM solution using a ridge function, hence enabling the discretization to introduce a jump of the gradient across the interface. The ridge function used here is the one introduced in [15] and defined as

$$R = \left| \sum_{i \in \mathcal{N}_a} N_i |\phi_i| - \sum_{i \in \mathcal{N}_a} N_i \phi_i \right|.$$  \hspace{1cm} (15)

The function $R$ vanishes in all the elements that are not crossed by the interface. Thus, the support of $R$ is precisely the set of elements that should be enriched. In the following, the set of indices of these elements is denoted by $\mathcal{E}_a$. Introducing $\mathcal{N}_a$ as the set of nodal indices corresponding to the nodes belonging to the enriched elements, the previous expression is rewritten as

$$R = \sum_{i \in \mathcal{N}_a} N_i |\phi_i| - \left| \sum_{i \in \mathcal{N}_a} N_i \phi_i \right|.$$  \hspace{1cm} (16)

For the sake of a simpler notation and without any loss in generality, it is assumed that the enriched nodes are the first in the node list, that is $\mathcal{N}_a = \{1, 2, \ldots, \text{card} \mathcal{N}_a\}$. Thus, the XFEM approximation, $u_X$, is

$$u_X = \sum_{i=1}^{n_H} N_i u_i + \sum_{j \in \mathcal{N}_a} R N_j a_j,$$  \hspace{1cm} (17)

where the coefficients $a_j, j \in \mathcal{N}_a$, stand for the enriched nodal coefficients.

The approximation $u_X$ lies in the discrete functional space $V_X = V_H \oplus \text{span}\{RN_j, i \in \mathcal{N}_a\}$ and fulfills an equation analogous to (10) but replacing $V_H$ by $V_X$. The resulting algebraic linear system of equations reads

$$\begin{bmatrix} K_{uu} & K_{ua} \\ K_{au}^T & K_{aa} \end{bmatrix} \begin{bmatrix} u \\ a \end{bmatrix} = \begin{bmatrix} F_u \\ F_a \end{bmatrix},$$  \hspace{1cm} (18)
where \( \mathbf{a} \) is the column vector of unknowns \( a_j, j \in N_a \) and the generic entries of the matrices and vectors are \( \mathbf{K}_{ua} = a(N_i, RN_j), [\mathbf{K}_{aa}]_{ij} = a(RN_i, RN_j), \) and \( [\mathbf{F}_{a}]_j = \ell(RN_j). \)

Similarly to the FEM solution \( u_H \), \( u_X \) is optimal from an energetic point of view in the sense that Galerkin orthogonality stands in \( V_X \). Consequently, the error \( u - u_X \) is such that
\[
\| u - u_X \| \leq \| u - v \|, \quad \forall v \in V_X. \tag{19}
\]
Note that, taking \( v = u_H \in V_H \subset V_X \) yields
\[
\| u - u_X \| \leq \| u - u_H \|. \tag{20}
\]

4 FLUX APPROXIMATION ON THE INTERFACE

As previously stated, the FEM is unable to fulfill the flux continuity (1e) at the points on the interface in the interior of the elements. This is because the gradient of \( u_H \) is continuous inside the elements and therefore equation (2) cannot be fulfilled at these points. Recall that the continuity of the normal flux at a point \( P \) of the interface reads
\[
(q_2 \cdot n_2 + q_1 \cdot n_1) = (q_2 - q_1) \cdot n = (\nu_2 \nabla u_H - \nu_1 \nabla u_H) \cdot n = 0. \tag{21}
\]
However, the gradient of the standard finite element approximation, \( \nabla u_H \), is continuous inside the elements, that is
\[
(\nu_2 \nabla u_H - \nu_1 \nabla u_H) \cdot n = (\nu_2 - \nu_1) \nabla u_H \cdot n. \tag{22}
\]
Thus, the continuity of the flux cannot be achieved with standard finite elements unless the gradient (and the flux) is identically zero. This is not the case in a general situation. Further, it should be noted that the approximation deviates especially far from the exact solution when the contrast between the two coefficients \( \nu_1 \) and \( \nu_2 \) increases.

The XFEM uses an enriched basis that allows jumps in the normal component of the gradient of the solution \( \nabla u_H \). Hence, it is expected that it may give \( u_H \) the additional freedom to verify the flux continuity (17). Following equation (17), the gradient of the approximation can be written:
\[
\nabla u_X = \sum_{i=1}^{N_H} u_i \nabla N_i + \sum_{j \in N_a} (R \nabla N_j + N_j \nabla R) a_j. \tag{23}
\]
The possible discontinuity of \( \nabla u_X \) in a point \( P \) of \( \Gamma \), in the interior of an element \( \Omega^e \), appears thanks to the term \( \nabla R \). Indeed, \( \nabla N_i \) and \( R \) are both continuous inside \( \Omega^e \). Further, since \( \phi \) has been assumed positive inside the domain \( \Omega_1 \) and negative inside \( \Omega_2 \) (by convention, see equation (8)), and thanks to the
definition of $R$ in equation (16), we have the following expressions for $R$ on both sides of the interface:

$$R_{|\Omega_1} = \sum_{i \in N_a} N_i (|\phi_i| - \phi_i) \quad \text{and} \quad R_{|\Omega_2} = \sum_{i \in N_a} N_i (|\phi_i| + \phi_i).$$  \quad (24)

Note that $\nabla R_{|\Omega_2} - \nabla R_{|\Omega_1} = 2\nabla \phi_H \neq 0$, where $\phi_H$ denotes the level set function, as defined in equation (13). As expected, the jump in the gradient of $R$ is parallel to the normal $\mathbf{n}$, since the latter is parallel to $\nabla \phi_H$. Thanks to this additional freedom with respect to the classical finite element approximation, it is expected that the XFEM approximation may perform substantially better than the FEM.

In the rest of this section, we illustrate the behavior of the XFEM in terms of global error and quality of the approximation of the fluxes in the vicinity of the interface. We therefore present two simple examples: a square with a horizontal interface (intersecting the elements of the mesh), and the same with a tilted interface. In the first example, the XFEM captures the exact solution while the FEM behaves poorly. In the second example, the XFEM behaves well in terms of global error, but the fluxes are wrongly evaluated.

Example 1a (horizontal interface): Let us consider the problem (1), with the following parameters: $\Omega = [-1,1] \times [-1,1]$, $g_N = 0$ for $x = \pm 1$, $u_D = 1$ for $y = 1$, $u_D = 0$ for $y = -1$, $f = 0$, $\nu_1 = 1000$ and $\nu_2 = 1$. Note that the ratio of conductivities is very large. We first consider a perfectly horizontal interface, at $y = 0$ (cutting the elements of the proposed mesh), with $\Omega_2$ at $y > 0.1$. In this first configuration, the problem is quasi-1D. The exact solution is:

$$u(x, y) = \begin{cases} 
1100, & y \leq 0, \\
1000 (y + 1), & 0 < y \leq 0.1, \\
y + 1099, & y > 0.1. 
\end{cases}$$

Since the solution is linear, if the mesh were to follow the interface, the FEM solution would be the exact one. However, in the case that we are interested in, the interface goes through the elements, and we can observe on figure 2 that the solution in terms of fluxes is rather inaccurate. More precisely, because the gradient of the FEM solution is continuous and the contrast in conductivities is very large, the fluxes appear to almost cancel on one side of the interface in the elements that are cut. Hence it appears that there are two jumps in the fluxes: one over the interface, created purely by jump in conductivities; and one between the line of elements cut by the interface and the next one, only on the weak side (where $\nu = 1$). On the other side, this discontinuity between the elements cut by the interface and the first line perfectly included inside a phase is not so obvious. These last two remarks are related to the fact that, because it is not using a functional basis that incorporates information on the interface, the FEM effectively sees an average value of the conductivity rather than two phases. As the contrast if very large, this average conductivity is close to $\nu_1 = 1000$, even for elements almost entirely contained in $\Omega_2$. Finally, it is important to understand that this local quantity of interest will not necessarily
**Example 1a (horizontal interface):**
The XFEM (right figure) performs better than the FEM (left figure) both in terms of global energy norm and local fluxes. The fluxes are evaluated at the Gauss points of each element and drawn in bold for the elements that are cut by the interface. On this first configuration, on the other hand, the XFEM captures the analytical solution. Indeed, the enriched basis includes the exact solution. Note that the comparison between FEM and XFEM is fairly performed in terms of the approximation properties of the discrete functional spaces. The integration of the elementary matrices and vectors is therefore performed using the same quadrature. In that sense, the version of FEM used here is nonstandard because it also splits the multiphase elements for integration purposes in order to obtain the stiffness matrix and the force vectors with the same accuracy as the ones typically obtained with XFEM.

**Example 1b (tilted interface):** We now consider the same problem as before, but with a slightly tilted interface (slope $-15^\circ$). In that case, the solution is really 2D, and is plotted in Figure 3. As before, the FEM solution for a mesh that does not follow the interface is a rather poor approximation of the exact solution (computed using the FEM with a fitted mesh), both in terms of global energy norm and local evaluation of fluxes in the vicinity of the interface. Again, the XFEM behaves well in terms of global energy norm, practically coinciding with the exact energy, see [51] for analytical expressions of the same type of problems. However, this time, the XFEM seems to behave as bad as the FEM in terms of fluxes. This is due to the fact that the gradient of the solution may indeed be discontinuous, but that the chosen degrees of freedom, and the
corresponding functional basis, do not allow to fix the gradients independently on each side of the interface. There is an additional freedom with respect to the FEM, but the exact solution is not necessarily contained in the approximating functional space. When the contrast in conductivity becomes large, large variations in the fluxes close to the interface can happen with small variations of the mesh.

5 Explicitly Enforcing Flux Continuity

We come back in this section to the way the flux continuity is enforced in the FEM and XFEM and propose to enforce it explicitly to improve the numerical results in terms of fluxes.

5.1 Weak approximation of Neumann Boundary Conditions and flux continuity on the interface

The interface condition (1e) is weakly enforced, in the same fashion as the Neumann B.C. (1c). Recall that, when integrating by parts the weighted residual of (1a), the term including the flux on $\Gamma_N$,

$$
\int_{\Gamma_N} \nu \nabla u \cdot \mathbf{n} v \, ds
$$

is replaced by

$$
\int_{\Gamma_N} g_N v \, ds
$$
using (1c). In a similar way, integrating by parts in $\Omega_1$ and $\Omega_2$ and adding two expressions, a flux jump term appears in the integral form

$$\int_\Gamma (q_2 - q_1) \cdot n v d\Gamma$$

(26)

that is readily taken as 0 attending to (1e). The numerical flux on $\Gamma_N$ converges asymptotically to $g_N$ as $h$ tends to zero. The discrete approximation of the fluxes is such that equilibrium is reached in the discrete form, for the sum of the nodal versions of the body loads $f$ and the surface loads $g_N$. Thus, for a given mesh, the numerical flux on $\Gamma_N$ may be a poor approximation to $g_N$, that is, it does not fit the data. The same occurs with the flux jump on $\Gamma$ and, consequently, with the values of $q_1 \cdot n$ and $q_2 \cdot n$ which are, in practice, far from being accurate approximations.

### 5.2 Enforcing the flux continuity explicitly

In order to improve the quality of the fluxes on $\Gamma$, we propose to enforce explicitly the weak condition of continuity. That is, we propose to add the following condition to the XFEM solution, $u_X$,

$$b(\mu, u_X) = 0, \text{ for all } \mu \in \tilde{V}_H,$$

(27)

where $\tilde{V}_H$ is a discrete space of weighting functions, that has to be chosen, and

$$b(\mu, u) := \int_\Gamma (q_2 - q_1) \cdot \mu d\Gamma = \int_\Gamma (\nu_2 \nabla u|_{\Omega_2} - \nu_1 \nabla u|_{\Omega_1}) \cdot \mu d\Gamma.$$

(28)

Note that the weighting functions $\mu$ should belong to $L^2(\Gamma)$.

With this additional constraint, the flux continuity (1e) is expected to be fulfilled more accurately because it is not anymore competing with the residual coming from the interior of the domain.

The condition (27) is added to the original weak form (6) (or its discrete counterpart (10)) using the Lagrange multipliers approach. Thus, the resulting mixed problem reads: find $u_X \in V_X$ and $\lambda_H \in \tilde{V}_H$ such that

$$a(u_X, w) + b(\lambda_H, w) = \ell(w) \quad \forall w \in V_{X,0}$$

(29a)

$$b(\mu, u_X) = 0 \quad \forall \mu \in \tilde{V}_H$$

(29b)

The matrix form of (29) results in an enlarged algebraic system of linear equations

$$\begin{bmatrix}
K_{uu} & K_{ua} & R_u \\
K_{au}^T & K_{aa} & R_a \\
R_u^T & R_a^T & 0
\end{bmatrix}
\begin{bmatrix}
u \\
a \\
\lambda
\end{bmatrix}
= \begin{bmatrix}
F_u \\
F_a \\
0
\end{bmatrix}$$

(30)

where the matrices $R_u$ and $R_a$ are defined below.

The Lagrange multipliers space $\tilde{V}_H$ must be chosen with care. If its dimension is too small, the flux continuity condition may be not be enforced strongly
enough, so that the improvements might be limited with respect to the classical XFEM. If its dimension is too large, the resulting discrete problem may become unstable.

Indeed, we have observed through numerical tests that the obvious choice of selecting $\tilde{V}_H$ as the trace space (over the interface $\Gamma$) of the FE space $V_H$ does not introduce enough constraints to obtain a noticeable improving of the solution. Note that for this choice $\tilde{V}_H$ is generated by functions as the one depicted in Figure 4 and its dimension $n_I$ is equal to the number of element edges crossed by the interface.

An alternative choice, already considered in [52], consists in taking $\tilde{V}_H$ as the broken space generated by the functions $\tilde{N}_k$ depicted in Figure 4. The dimension of $\tilde{V}_H$ is $2n_I$ because every edge crossed by the interface introduces two functions $\tilde{N}_k$ and $\tilde{N}_{k+1}$. For every $k = 1, \ldots, 2n_I$, the generic components of the matrices $R_u$ and $R_a$ in (30) read

$$[R_u]_{ik} = b(\tilde{N}_k, N_i) \text{ for } i = 1, \ldots, n_H, \quad (31)$$

and

$$[R_a]_{jk} = b(\tilde{N}_k, RN_j) \text{ for } j \in N_a. \quad (32)$$

We will show in Section 6 that the corresponding discrete problem is stable.

Moreover, the flux jump on the interface is computed in a natural way in XFEM, leading to a simple computation of the Lagrange multipliers matrices $R_u$ and $R_a$ as

$$[R_u]_{ik} = \int_{\Gamma} (\nu_2 \nabla N_i - \nu_1 \nabla N_i) \cdot \hat{n} \, \tilde{N}_k \, d\Gamma$$

and

$$[R_a]_{jk} = \int_{\Gamma} (\nu_2 \nabla (RN_j)|_{\Omega_2} - \nu_1 \nabla (RN_j)|_{\Omega_1}) \cdot \hat{n} \, \tilde{N}_k \, d\Gamma$$

where the normal vector $\hat{n}$ is computed as defined in (14).

As a final remark, and as is classically done in XFEM, it should be noted that the nodes are enriched only when the value of the level set in these nodes ($\phi_i$) is, in absolute value, larger than a given threshold $\epsilon$. Otherwise, the enrichment would only result in redundant parameterization. In all the computations

Figure 4: Representation of typical elements of the trace space of $V_H$ (right figure) and of the broken space $\tilde{V}_H$ (left figure).


performed in this paper, the threshold has been set to $\epsilon = 0.05$, relative to a characteristic size of the smallest element of the mesh. On the other hand, it has been observed in the numerical experiments that normalizing functions $\bar{N}_k$ in the broken space $V_H$, for instance enforcing a unitary slope as in some implementations of the classical finite elements, does not bring a substantial improvement of the condition number of the global matrix.

6 Stability analysis

The method of Lagrange multipliers leads to a saddle-point problem. The inf-sup condition (or LBB) states [53] that the resulting formulation is stable if there exists a $k > 0$, independent of the mesh size, such that

$$\inf_{\mu \in V_H} \sup_{v \in V_X} \frac{b(\mu, v)}{||\mu||_{V_H} ||v||_{V_X}} \geq k$$

(33)

Note that the two norms in the denominator are different one from the other. One is defined over the domain $\Omega$ while the other is defined over the interface $\Gamma$.

It is often difficult to prove analytically that the LBB condition is fulfilled. In appendix A, we give one sketch of such proof of stability. However, as it is based on some strong hypotheses, that are difficult to prove in practice, we concentrate in this section on the Chapelle-Bathe test [29] that consists in solving the eigenvalue problem for a series of meshes and showing the boundedness of the smallest eigenvalue. Passing the numerical test does not guarantee stability but experience shows that it is very sensitive, and indeed manages to discriminate between stable and unstable problems.

The functions $\mu(x) \in \bar{V}_H$ and $v(x) \in V_X$ can be written as vector products $\mu(x) = \bar{N}(x)^T \mu$ and $v = N(x)^T v$, where $\bar{N}$ and $N$ are vectors of the respective interpolation functions. The length (number of terms) of vector $N$ is $n_x = n_H + \text{card} N_a = \dim V_X$ and the length of $\bar{N}$ is $2n_I$. Their generic terms read: $[\bar{N}(x)]_i = N_i(x)$, for $1 \leq i \leq 2n_I$, $[N(x)]_i = N_i(x)$, for $1 \leq i \leq n_H$, and $[\bar{N}(x)]_{n_H+i} = R(x) N_i(x)$, for $i \in N_a$, and where $\mu$ and $v$ are the vectors of the nodal values of the functions. The matrix form of the operator $b(\mu, v)$ in (33) can then be expressed as

$$b(\mu, v) = \int_{\Gamma_{\text{int}}} \mu [\nabla v \cdot \mathbf{n}] d\Gamma = \mu^T R v$$

(34)

where $R = [R^T \; R^T]$ is a $2n_I \times n_x$ rectangular matrix, whose blocks are defined in Equation (31). Assuming that, for every possible Lagrange multiplier $\mu \in \bar{V}_H$, there exists a solution $w \in V_X$, such that $\mu = [\nabla w \cdot \mathbf{n}]$, we introduce the matrix $J$ such that $\mu = J w$. This matrix $J = [J^T \; J_a^T]$ represents the flux jump operator in the bases $\bar{N}$ and $N$. The general term $[J]_{ij}$ is such that $\sum_{j=1}^{2n_I} [J]_{ij} \bar{N}_j = [\nabla N_i \cdot \mathbf{n}]$ for $1 \leq i \leq n_H$, and $\sum_{j=1}^{2n_I} [J_a]_{ij} \bar{N}_j = [\nabla (RN_i) \cdot \mathbf{n}]$ for $i \in N_a$. We note that

$$R = M_J J$$

(35)
where $M_{\mu}$ is a mass matrix (corresponding to the $L^2$ product) for the elements of $\tilde{V}_h$, with general term $[M_{\mu}]_{i,j} = \int_{\Gamma_{ni}} \tilde{N}_i \tilde{N}_j d\Gamma$. We then obtain the discretized LBB condition:

$$\inf_{w \in \mathbb{R}^{2n_x}} \sup_{v \in \mathbb{R}^{2n_x}} \frac{w^T J^T M_{\mu} J v}{(w^T J^T M_{\mu} J w)^{1/2} (v^T M_v v)^{1/2}} \geq k,$$

where $M_v$ is the mass matrix for $V_X$. Note that all the norms are equivalent here, and we chose the $L^2$ norms for both $\| \cdot \|_{\tilde{V}_h}$ and $\| \cdot \|_{V_X}$. The Chapelle-Bathe numerical test \cite{29} consists in checking with numerical experiments the boundedness (from below) of the smallest non-zero eigenvalue of the generalized eigenvalue problem: find $w \in \mathbb{R}^{2n_x}$ and $\lambda \in \mathbb{R}$ such that

$$(J^T M_{\mu} J) w = \lambda M_v w.$$  

(37)

We therefore have to compute the smallest non-zero eigenvalue for a series of discretizations of the same domain with increasingly smaller elements. If that value does not appear to vanish for refined meshes, the test is considered passed.

We consider for the test the Example 1b, described in Section 4 (see also Figure 6 for the solution obtained with our approach). The results are plotted in Figure 5 and indeed indicate that the test is passed.

7 Numerical examples

The examples of Section 4 show that, even in very simple scenarios, the FEM introduces a jump in the flux across the interface. Less intuitively, these examples show that the XFEM solution presents continuous fluxes over the interface only when the flux is orthogonal to the interface (see Figures 2 and 3). In this section, we first show that our method works well for Example 1b. We then compare the behavior of our method to the FEM and XFEM solutions in the case of an unstructured grid. Finally, we describe the convergence of the solutions obtained with the three methods in terms of the norm of the flux along the interface. This convergence study is performed for a problem with analytical solution. For easier reference in the remainder of this section, we denote our method by XFEM+.  

Figure 5: Chapelle-Bathe test: evolution of the smallest eigenvalue as a function of the size of the mesh.
7.1 Example 1b.

We first apply the XFEM+ to Example 1b, which was already solved with the FEM and XFEM. The setting is described in Section 4 and maps of fluxes computed with the FEM and XFEM are presented in Figure 3. As illustrated in Figure 6(a), the fluxes computed with the XFEM+ are visually much more reasonable than those computed with the FEM or XFEM. Also, as expected, the flux jump cancels along the interface for the XFEM+. Note also that the flux jump is constant along the interface within one element with the FEM, while it is linear with the XFEM.

In Table 1, we present a comparison of the solution of Example 1b obtained with the three schemes. The comparison is performed both in terms of a global quantity, the energy norm, and local quantities, the maximum and mean flux jump along the interface. As explained earlier, the best solution in terms of the global energy norm is the XFEM, but the XFEM+ performs almost equally well. In terms of the local quantities of interest, however, the XFEM does not behave better than the FEM, and only the XFEM+ gives good results. In this example we analyze the value of the flux jump, rather than the actual value of the flux which could be analyzed using the reference solution for Example 1b provided in [51]. This is because we postpone this discussion to Section 7.3 in which the analytical solution is available and very simple to describe.
### Table 1: Example 1b: comparison, in terms of global energy norm, maximum and minimum flux jumps (in absolute value) of the solutions obtained with the three schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FEM</th>
<th>XFEM</th>
<th>XFEM+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Energy Norm</td>
<td>2.237</td>
<td>1.892</td>
<td>1.900</td>
</tr>
<tr>
<td>Max Flux Jump</td>
<td>66.3</td>
<td>37.06</td>
<td>1.84e-12</td>
</tr>
<tr>
<td>Mean Flux Jump</td>
<td>13.4</td>
<td>5.0</td>
<td>4.4e-13</td>
</tr>
</tbody>
</table>

### Table 2: Unstructured mesh example: comparison, in terms of global energy norm, maximum and minimum flux jumps (in absolute value) of the solutions obtained with the three schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FEM</th>
<th>XFEM</th>
<th>XFEM+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Energy Norm</td>
<td>1.924</td>
<td>1.824</td>
<td>1.824</td>
</tr>
<tr>
<td>Max Flux Jump</td>
<td>5.5</td>
<td>4.22</td>
<td>3.9e-12</td>
</tr>
<tr>
<td>Mean Flux Jump</td>
<td>2.4</td>
<td>0.5</td>
<td>1.4e-12</td>
</tr>
</tbody>
</table>

#### 7.2 Unstructured meshes

In this example, we consider the same problem as before, with two small modifications: the slope is now $-5^\circ$ and a non-structured mesh is used. The objective is to show that the results obtained earlier are not dependent on the specific alignment of the interface with the edges of the elements. The results obtained with the three schemes are presented in Figure 7. The fluxes in the elements crossed by the interface are plotted at the Gauss integration points, and the flux jump is plotted along the interface. The results confirm the conclusions of the previous example and imply that the method is valid whatever the relative alignment of the interface with the sides of the elements it crosses.

The proposed scheme adds restrictions to the XFEM functional space where the solution is sought. Consequently, the XFEM+ space is strictly contained inside the XFEM space. Thus, if measured in the global energy norm, the error for XFEM+ is necessarily larger than for XFEM. This is observed in the examples and shown in Table II. Nevertheless, the loss of accuracy associated with this phenomenon is very small (the energy norm of the XFEM+ error is only 0.4% larger than the XFEM one) if compared with the difference between FEM and XFEM (discrepancies of around 15%). In other words, a little price is paid in terms of energy to improve the accuracy of the fluxes.

#### 7.3 Convergence study

The previous examples indicated that the flux jumps computed by the FEM and XFEM were not correct, and showed that the fluxes evaluated with the FEM and XFEM presented variabilities not compatible with the simplicity of the problems considered. However, we have not yet shown quantitative arguments to prove that the fluxes are indeed well estimated with the XFEM+. We therefore
Figure 7: Unstructured mesh example: fluxes and energy norm of the solution computed with the three schemes (figures (a), (b) and (c)) and flux jump along the interface computed with the FEM ((d), upper figure), the XFEM ((d) center figure) and the XFEM+ ((d) lower figure).
consider a new problem, for which an analytical solution is known, and compute errors for the three schemes, in terms of the flux over the interface.

Let us consider the open disc $\Omega \in \mathbb{R}^2$ centered on $(0,0)$, and with radius 1. It is split into two concentric subdomains $\Omega_1$ (disc) and $\Omega_2$ (ring) at radius $1/2$ (see Figure 8). We use cylindrical coordinates $(r, \theta)$, and define the parameter $\nu_1 = 1000$ and $\nu_2 = 1$. We finally consider the following problem: find $u$ such that

$$
\begin{align*}
\nu \Delta u + 4 &= 0, \quad \text{in } \Omega \\
u_1 u &= 0, \quad \text{at } r = 1
\end{align*}
$$

with continuity of $u$ and normal flux $q = \nu \nabla u \cdot e_r$ at the interface $r = r_0$. The exact solution $u_{\text{ex}}$ of that problem is given by

$$
\begin{align*}
\begin{cases}
 u_{\text{ex}}(r \leq r_0) &= r^2/1000 - 1 + 999/4000, \\
u_{\text{ex}}(r \geq r_0) &= r^2 - 1.
\end{cases}
\end{align*}
$$

The exact value of the flux, equal in both $\Omega_1$ and $\Omega_2$ is

$$
\nu \nabla v = 2re_r,
$$

so that the exact value of the normal flux along the interface is $q_{\text{ex}} = 2r_0$

We compute the approximate solution to this problem using five different meshes with increasing number of elements and the three different schemes (FEM, XFEM, XFEM+). For each mesh and each scheme we compute the relative error in terms of the flux at the interface as

$$
e = \frac{|q_{\text{ex}} - q_h|}{|q_{\text{ex}}|},$$

where $q^h$ is the approximate flux, computed on the interface $\Gamma$ on the side of $\Omega_2$. We then plot in Figure 9 the evolution of that error with the size of the elements. This figure shows that the only method that converges with the size
of the elements is the XFEM+. The convergence rate varies between about 0.5 and 1, although it is difficult to estimate the theoretical rate of convergence that the curve should follow. Interestingly, it can be noted that, in terms of the flux, the solution of the standard FEM deteriorates as the elements get smaller. Note, however, that we are measuring here only the accuracy of the flux close to the interface. Obviously the error in terms of the global energy norm gets smaller as the mesh is refined. The errors of the XFEM seem, at least for this example, to be independent of the mesh size and are maintained within the same order as $h$ gets smaller.

8 CONCLUSIONS

In this paper, we have presented a modification of the XFEM for bi-phasic diffusion problems, that improves the evaluation of the fluxes in the vicinity of the interface. It requires the solution of a mixed problem and enforces weakly the continuity of the fluxes over the interface. The stability of the mixed problem has been discussed based on the Chapelle-Bathe numerical test, which was passed satisfactorily. For a very limited loss of accuracy in terms of global energy norm (in the worst case found in the examples, the undervaluation is of 0.5%, in the rest of cases, below the resolution of the four significant digits display), the examples presented in the paper showed that our method behaves extremely well in terms of the evaluation of the flux over the interface. The use of this improved method seems extremely appealing for the wide range of problems where the evolution of the interface is controlled by the fluxes along that interface. Note that the errors in the evaluation of the fluxes with the FEM and XFEM are particularly important when there is a large difference in properties between the two domains, so that our approach is particularly interesting in those cases (in the examples in this paper we have considered ratios of properties of 1000).
A Analytical study of stability

The numerical demonstration of stability presented in section 6, based on the ideas of [29] is here complemented by a theoretical result. This proposition states that for the proposed formulation, the LBB condition is proven to hold. This result requires some assumptions that are not obvious to guarantee but that, in practice, are fulfilled.

The proof is based on one idea already introduced in the numerical test. For the selected spaces, it is shown that any function $\mu$ in the Lagrange multipliers space, $V_H$ can be recovered as the jump of the normal flux of some function $v$ in $V_X$. Moreover, it is also shown that the norm of $v$ is bounded by above by the norm of $\mu$.

First, these properties are stated in an element-wise format.

**Lemma A.1 (Element-wise property)** Let $\Omega^e$ be one linear triangular element crossed by the interface $\Gamma$. The restriction of $\Gamma$ to $\Omega^e$ is denoted $\Gamma^e$. The nodes of $\Omega^e$ are denoted $P_1$, $P_2$ and $P_3$, choosing the order such that $P_1$ and $P_2$ are on the same side of the interface. As classically done in XFEM, we assume that $\exists \epsilon > 0$ such that $|\Gamma^e| > \epsilon$. The restrictions of the functional spaces $V_X$ and $V_H$ to $\Omega^e$ and $\Gamma^e$ are denoted $V_X^e$ and $V_H^e$, with their respective $L_2$ norms $\|v\|_{V_X^e}^2 = \int_{\Omega^e} v^2 d\Omega$ and $\|\mu\|_{V_H^e}^2 = \int_{\Gamma^e} \mu^2 d\Gamma$. The standard FE shape function corresponding to the node $P_1$ is denoted $N_1$, and the ridge function, defined at equation (16), is denoted $R$.

Then $\exists \alpha > 0$ such that $\forall \mu \in V_H^e$, $\exists v \in \text{span}\{N_1, RN_1\} \subset V_X^e$ (i.e. describing $v$ with the d.o.f. corresponding to $P_1$ only) verifying

1. $[\mu \nabla v \cdot \mathbf{n}] = \mu$;
2. $\|v\|_{V_X^e} \leq \alpha \|\mu\|_{V_H^e}$.

Let us consider a function $v = u_1 N_1 + a_1 RN_1 \in \text{span}\{N_1, RN_1\}$, where $u_1$ and $a_1$ are two scalar values. Let us denote by $\gamma_1$ and $\gamma_2$ the jumps of the normal fluxes corresponding to $N_1$ and $RN_1$, namely

$$\gamma_1 := [\mu \nabla N_1 \cdot \mathbf{n}] \text{ and } \gamma_2 := [\mu \nabla RN_1 \cdot \mathbf{n}].$$

Note that $\gamma_1$ is a constant function on $\Gamma^e$, which vanishes only if $\nabla N_1$ is orthogonal to $\mathbf{n}$, that is in the case of being $\Gamma^e$ perpendicular to the side $P_2P_3$ of the element. In this case, the node $P_1$ has to be replaced by $P_2$. Function $\gamma_2$ is linear (not constant) and therefore $\{\gamma_1, \gamma_2\}$ is a basis of $V_H^e$. Thus, varying the coefficients $u_1$ and $a_1$, the jump of $v$, may reproduce any function $\mu \in V_H^e$, that is

$$\mu = u_1 \gamma_1 + a_1 \gamma_2 = [\mu \nabla v \cdot \mathbf{n}].$$

Moreover, being both $v$ and $\mu$ represented by the coefficients $[u_1 a_1]$ in the bases $\{N_1, RN_1\}$ and $\{\gamma_1, \gamma_2\}$ respectively, their norms are expressed as

$$\|v\|_{V_X^e}^2 = [u_1 a_1] M_u [u_1 a_1]^T \text{ and } \|\mu\|_{V_H^e}^2 = [u_1 a_1] M_\mu [u_1 a_1]^T,$$
being $M_v$ and $M_\mu$ $2 \times 2$ mass matrices with generic terms

$$[M_v]_{ij} = \int_{\Omega^e} N_i^2 R^{i+j-2} d\Omega \quad \text{and} \quad [M_\mu]_{ij} = \int_{\Gamma^e} \gamma_i \gamma_j d\Gamma \quad \text{for} \ i, j = 1, 2$$

The second part of the statement is readily proved by taking $\alpha$ equal to $\bar{\alpha}_{\max}$, the maximum eigenvalue of the following generalized eigenvalue problem.

$$M_v q = \tilde{\alpha} M_\mu q. \quad (42)$$

The fact that this eigenvalue is bounded from below (it cannot be indefinitely small) is guaranteed by the fact that the elements are regular enough and the minimum length of the interface inside the element is also limited.

This bounding property holds for a given value of $H$. It is necessary to check also the tendency of $\alpha$ in the limit case, that is when $H$ tends to 0. Note that, with respect to the characteristic element size, $H$, $M_v$ scales with $H^2$ and $M_\mu$ scales with $H$. Therefore, $\alpha$ is expected to scale with $H$. This is the right tendency for the final result shown in Theorem A.4 because it has to be guaranteed that $k$ is larger than a given value and $k$ is taken as the inverse of $\alpha$. Thus, taking $k$ equal to the inverse of the $\alpha$ corresponding to $H_{\max}$ (the largest possible element size) we are in the safe side.

The next proposition states that the decay of a function $v$ defined in an element $\Omega^e$ is fast enough to control the propagation of the norm into the neighbor elements.

**Lemma A.2 (Bound of the norm propagated to the neighbor elements)**

Let $\Omega^e$ and $\Omega^{e+1}$ be two contiguous elements crossed by the interface and $P_1$, $P_2$ and $P_3$ the nodes of $\Omega^e$. Then, $\exists \beta > 0$ such that, for any $v$ defined by the d.o.f. of $\Omega^e$,

$$v \in \text{span}\{N_i, RN_i\} \quad i = 1, 2, 3 \quad (43)$$

it holds that

$$\|v\|_{V^{e+1}_X} \leq \beta \|v\|_{V_X}. \quad (44)$$

Let us denote $P_1$ and $P_3$ the common nodes to $\Omega^e$ and $\Omega^{e+1}$, being $P_2$ the third node in $\Omega^e$, see figure 10. $P_1$ is selected such that it is on the same side of the interface as $P_2$. The third node in $\Omega^{e+1}$ is denoted as $P_4$ as shown in Figure 10. In order to define a mapping transforming $\Omega^e$ into $\Omega^{e+1}$ we introduce the following: let $O$ be the intersection point of straight lines $P_1P_3$ and $P_2P_4$, $\gamma = \frac{|OP_3|}{|OP_2|}$ and $\theta$ the angle between $OP_1$ and $OP_2$. Then the affinity, $A$, of axis $P_1P_3$ following the direction of $P_2P_4$ and ratio $-\gamma$, maps $\Omega^e$ into $\Omega^{e+1}$. Selecting the proper coordinate axis, the Jacobian of the affinity is

$$J^A = \begin{pmatrix} -\gamma & -\gamma \cot \theta \\ 0 & 1 \end{pmatrix}. \quad (45)$$
and the absolute value of its determinant yields $|J^A| = \gamma$.

\[
\|v\|^2_{V_X^{e+1}} = \int_{\Omega^{e+1}} (u_1N_1 + u_3N_3 + a_1RN_1 + a_3RN_3)^2 \, d\Omega
\]
\[
= \int_{\Omega^e} (u_1N_1 + u_3N_3 + a_1RN_1 + a_3RN_3)^2 \bigg|_{\Omega^{e+1}} \circ A |J^A| \, d\Omega .
\] (46)

Note that due to the similarity of the shape functions $N_i|_{\Omega^{e+1}} \circ A = N_i|_{\Omega^e}$ for $i = 1, 3$.

Let us denote $\tilde{\Gamma}$ as the inverse mapping of the interface $\Gamma^{e+1}$ into $\Omega^e$, namely $\tilde{\Gamma} = A^{-1}(\Gamma^{e+1})$. Note that the ridge function associated with $\tilde{\Gamma}$, $\tilde{R}$, is such that $R = R|_{\Omega^{e+1}} \circ A$. The equation (46) can be rewritten as

\[
\|v\|^2_{V_X^{e+1}} = \int_{\Omega^e} \left( u_1N_1 + u_3N_3 + a_1\tilde{R}N_1 + a_3\tilde{R}N_3 \right)^2 \gamma \, d\Omega .
\] (47)

Recall that

\[
\|v\|^2_{V_X^e} = \int_{\Omega^e} \left( u_1N_1 + u_2N_2 + u_3N_3 + a_1RN_1 + a_2RN_2 + a_3RN_3 \right)^2 \, d\Omega .
\] (48)

Figure 10: Illustration of two contiguous elements $\Omega^e$ and $\Omega^{e+1}$ for lemma A.2

The following lemma is a straightforward corollary of the two previous lemmas.

**Lemma A.3 (Extension of lemma 1 to the entire space assuming the limited propagation of the)**

*Under the hypotheses of the previous lemmas, $\exists \alpha > 0$ such that $\forall \mu \in \hat{V}_H$, $\exists v \in V_X$ verifying*

1. $[v \nabla v \cdot n] = \mu$;
2. $\|v\|_{V_X} \leq \alpha \|\mu\|_{\hat{V}_H}$.
The following theorem is a direct consequence of the previous lemma and guarantees the fulfillment of the LBB condition.

**Theorem A.4** Under the assumptions of regularity of the mesh and of local length of the interface, \( \exists k > 0 \) such that

\[
\inf_{\mu \in \tilde{V}_H} \sup_{w \in \tilde{V}_H} \frac{b(\mu, w)}{\|\mu\|_{\tilde{V}_H} \|w\|_{V_X}} \geq k
\]

For a given \( \mu \), take \( v \) as indicated in Lemma A.3. Then

\[
b(\mu, w) = \int_{\Gamma} \mu^2 d\Gamma = \|\mu\|^2_{\tilde{V}_H}
\]

and

\[
b(\mu, v) = \frac{\|\mu\|_{\tilde{V}_H} \|v\|_{V_X}}{\|v\|_{V_X}}
\]

Since \( \|v\|_{V_X} \leq \alpha \|\mu\| \), taking \( k = 1/\alpha \) the proposition follows.

This is equivalent to satisfy the LBB condition and guarantees the stability of the scheme.
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