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#### Abstract

In this paper we analyze a stabilized finite element method to approximate the convection-diffusion equation on moving domains using an ALE framework. As basic numerical strategy, we discretize the equation in time using first and second order backward differencing (BDF) schemes, whereas space is discretized using a stabilized finite element method (the orthogonal subgrid scale formulation) to deal with convection dominated flows. The semi-discrete problem (continuous in space) is first analyzed. In this situation it is easy to identify the error introduced by the ALE approach. After that, the fully discrete method is considered. We obtain optimal error estimates in both space and time in a mesh dependent norm. The analysis reveals that the ALE approach introduces an upper bound for the time step size for the results to hold. The results obtained for the fully discretized second order scheme (in time) are associated to a weaker norm than the one used for the first order method. Nevertheless, optimal convergence results have been proved. For fixed domains, we recover stability and convergence results with the strong norm for the second order scheme, stressing the aspects that make the analysis of this method much more involved.
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1. Introduction. In this paper we propose and analyze two time integration schemes, of first and of second order, for the numerical approximation of the transient convectiondiffusion equation in moving domains. This equation is written in an ALE framework, in which the temporal derivatives are expressed with respect to the reference of a moving domain $\Omega_{t}$ obtained from a mapping of the domain at the initial time. The space discretization is carried out using a stabilized finite element method that allows us to deal with convection dominated flows.

The ALE framework, initially used with a finite element approximation in [12], has become widely popular when simulating fluid-structure interaction problems. Even tough one can find a lot of numerical experimentation using the ALE approach, some aspects have kept on the dark side for a long time. For instance, the meaning and effect of the Geometric conservation Law (GCL) or how the accuracy of a numerical method in fixed domains is spoiled when introducing moving domains with an ALE formulation were not clear. Farhat and coauthors have shown in [13] that the GCL makes the numerical scheme preserve a maximum principle. In [16], the authors have shown that this condition is not necessary to obtain second order ALE schemes in a finite volume framework. More recently, in a finite element setting and taking the transient convection-diffusion equation as the model equation, works like [14] and [23] have also allowed to clarify the effect of the GCL on the stability properties, the different behavior between conservative and non-conservative forms, and also some convergence results have been proved. Further analyses, for second order schemes, have been developed in later works, as [15] and [2]. Herein we use the mathematical setting used, e.g., in [23] for the description of this method.

The ALE framework does not introduce any error by itself at the continuous level. However, when the problem is discretized in time, some errors due to the ALE description arise. At this step, for fixed domains, the only source error is the time derivative of the unknown. In addition, for moving domains, also the error from the evaluation of the mesh velocity has

[^0]to be accounted for. This velocity is calculated as the time derivative of the space position of a particle. Thus, an error is induced when this time derivative is calculated numerically.

On the other hand, in practical applications the mesh velocity belongs to the finite element space and does not introduce any interpolation error. Thus, we consider that the ALE formulation is better understood analyzing the problem semi-discretized in time. However, most numerical analysis (see [14], [15] and [2]) first study the semi-discrete problem in space, and then the fully discretized problem.

The convection-diffusion equation (as the Navier-Stokes equations) when discretized in space with the standard Galerkin formulation shows numerical oscillations if the convective term is dominant. With the aim of developing a finite element method free of spurious oscillations many methods have been proposed during the last twenty years, such as SUPG (see [5]), Galerkin/Least-squares (see [22]) or the Subgrid Scale stabilization (see [20]). A comparative of different stabilization methods can be found in [6]. The Orthogonal Subgrid Scale method (OSS) used in this paper belongs to this last family and was introduced by Codina in [7]. The method is designed taking as starting point the Subgrid Scale variational setting proposed by Hughes in [21] and modeling the subgrid problem in a particular way, in particular taking the subgrid scales orthogonal to the finite element space. The common aspect of all these methods is found in the convergence analysis of the discrete problem in space. For the Galerkin approximation, the error estimate bound depends on the physical properties (the Péclet number for the convection-diffusion equation), and increases as the convective term is more dominant. In fact, the stability bound blows up as diffusion goes to zero, reflecting the fact that the continuous problem is a singularly perturbed one. But when using stabilized methods this negative feature does not appear anymore. This is explained because the new terms introduced by the stabilization control the convective term norm. In the present analysis we have been able to obtain appropriate error estimates only controlling a part of the convective term, which is an innovative result.

As far as we know, most of the existing stabilization techniques are extended to transient problems using the framework of the discontinuous Galerkin space-time formulation, increasing notably the computer cost for schemes in time of order two or higher. This situation has been improved by Guermond in [18], where he analyzes the introduction of a certain numerical subgrid viscosity. Optimal convergence results are obtained for an evolutionary equation. The key point is the uncoupling of the stabilization terms with the temporal derivative of the unknown. Another stabilization method with this feature is presented in [3].

Codina and Blasco analyze in [11] the transient convection-diffusion-reaction equation discretized in space using the OSS method and in time with the backward Euler time integration. Further, they consider the tracking of the subscales in time. Optimal convergence and stability results are obtained.

The present paper can be viewed as an extension of [11]. We generalize the situation to moving domains (using an ALE approach). In addition, first and second order backward differencing (BDF) time integration schemes are considered, which will be denoted by BDF1 and BDF2, respectively. The blend of a stabilized finite element method with the use of an ALE framework is one of the innovative aspects of this paper.

In order to analyze the stabilized method for transient problems, the following strategy is adopted in [11]: first the semi-discrete problem is studied (where no stabilization terms appear) and later the fully discrete method is analyzed. As it is shown in [11], this provides a natural way to deal with the subscales whose approximation enhances the stability and accuracy of the formulation. The main drawback of this strategy is that space regularity for the convergence analysis needs to be assumed for the semidiscrete solution, not for the continuous one.

The first time integration scheme considered uses the classical backward Euler formula for the approximation of both the time derivative of the unknown and the calculation of the mesh velocity. We label this method as:

- $\mathrm{BDF} 1-\mathrm{BDF} 1_{\delta t}$ for the problem semi-discretized in time,
- $\mathrm{BDF} 1-\mathrm{BDF1}_{\delta t, h}$ for the fully discretized problem using the classical Galerkin approximation in space,
- $\mathrm{BDF}^{-\mathrm{BDF} 1-\mathrm{OSS}}{ }_{\delta t, h}$ for the fully discretized problem using the OSS method in space,
- $\mathrm{BDF} 1-\mathrm{OSS}_{\delta t, h}$ for the fully discretized problem using the OSS method in space on fixed domains (not in an ALE framework).
In the second method the time integration makes use of the second order BDF formula. Again, we use the following notation:
- $\mathrm{BDF} 2-\mathrm{BDF} 2^{\delta t}$ for the problem semi-discretized in time,
- BDF2-BDF2 ${ }_{\delta t, h}$ for the fully discretized problem using the classical Galerkin approximation in space,
- $\mathrm{BDF} 2-\mathrm{BDF} 2-\mathrm{OSS}_{\delta t, h}$ for the fully discretized problem using the OSS method in space,
- BDF2-OSS ${ }_{\delta t, h}$ for the fully discretized problem using the OSS method in space on fixed domains (not in an ALE framework).
Let us underline what is new in each case. The $\operatorname{BDF} 1-\mathrm{BDF}^{\delta t, h}$ method has been analyzed in [14]. As explained above, we change the order of the discretization: first we analyze $\mathrm{BDF} 1-\mathrm{BDF}_{\delta t}$, and then $\mathrm{BDF} 1-\mathrm{BDF} 1-\mathrm{OSS} \delta_{\delta t, h}$, introducing the appropriate stabilization terms. For fixed domains, the $\mathrm{BDF}^{-\mathrm{OSS}_{\delta t, h}}$ has been analyzed in [11]. However, the analysis herein is slightly different. The analysis of convergence and stability of the semidiscrete method BDF2-BDF2 $2_{\delta t}$ is new, and also its fully discrete stabilized version BDF2-BDF2$\mathrm{OSS}_{\delta t, h}$. We specially remark the fact that convergence results independent of the physical properties can be obtained without the full norm of the convective term. Even for fixed domains, the stability and convergence results for $\mathrm{BDF} 2-\mathrm{OSS}_{\delta t, h}$ are new. In all cases the long time behavior has been considered.

Numerical experimentation with the ALE methods (for diffusion dominated problems using the Galerkin method) $\mathrm{BDF} 1-\mathrm{BDF} 1_{\delta t, h}$ and $\mathrm{BDF} 2_{-\mathrm{BDF}}^{\delta t, h}$ can be found in [15], [2] and [23], showing the expected behavior. The application of BDF1-OSS $\delta_{\delta t, h}$ and BDF2-OSS ${ }_{\delta t, h}$, can be found in [8] and [10] for the solution of fluid problems. Finally, the blend of these methods, $\mathrm{BDF}^{-\mathrm{BDF}} 1-\mathrm{OSS}{ }_{\delta t, h}$ and BDF2-BDF2-OSS $\delta t, h$, has been used for simulating engineering problems in [1], with excellent results.

The paper is organized as follows. In $\S 2$ we state the governing equations for moving domains in an ALE framework. Some important ingredients in order to define the ALE approach are introduced. The semi-discrete problem is formulated both for BDF1 and BDF2. The section ends with the presentation of the OSS stabilization method and the fully discrete problem. $\S 3$ is devoted to the semi-discrete problem. First and second order methods are considered for which stability and optimal convergence estimates are obtained. $\S 4$ presents an analogous analysis to that of $\S 3$ but for the fully discrete problem. Finally, some conclusions are drawn in $\S 5$.

## 2. Problem statement.

2.1. The continuous problem. In order to study the ALE framework together with a stabilized finite element method, we take as a model test problem the transient convectiondiffusion equation. The problem written in an Eulerian framework consists in finding a func-
tion $u$ such that

$$
\begin{align*}
\frac{\partial u}{\partial t}-\nu \Delta u+\boldsymbol{a} \cdot \nabla u & =f & & \text { in } \Omega_{t} \times(0, T)  \tag{2.1a}\\
u & =0 & & \text { on } \partial \Omega_{t} \times(0, T)  \tag{2.1b}\\
u\left(\boldsymbol{x}_{0}, 0\right) & =u_{0} & & \text { in } \Omega_{0} \times\{0\} \tag{2.1c}
\end{align*}
$$

where $\Omega_{t} \subset \mathbb{R}^{d}(d=2,3)$ is a bounded and polyhedral domain (moving in time), $[0, T]$ is the time interval of analysis, $\boldsymbol{a}$ is a divergence-free velocity field and $\nu>0$ is the diffusion coefficient. Homogeneous boundary conditions are assumed to clarify the analysis. We also assume the following regularity of the data:

$$
f \in L^{2}\left(0, T ; H^{-1}\left(\Omega_{t}\right)\right), \quad u_{0} \in L^{2}\left(\Omega_{0}\right), \quad \boldsymbol{a} \in \boldsymbol{L}^{\infty}\left(\Omega_{t}\right)
$$

assuring the existence of a unique solution $u(t) \in L^{2}\left(0, T ; H^{1}\left(\Omega_{t}\right)\right) \cap \mathcal{C}^{0}\left(0, T ; L^{2}\left(\Omega_{t}\right)\right)$.
We introduce some key ingredients of an ALE framework. Let $\mathcal{A}_{t}$ be a family of mappings, which for all $t \in[0, T]$ map a point $x_{0} \in \Omega_{0}$ into a point $x \in \Omega_{t}$,

$$
\mathcal{A}_{t}: \Omega_{0} \longrightarrow \Omega_{t}, \quad \boldsymbol{x}\left(\boldsymbol{x}_{0}, t\right)=\mathcal{A}_{t}\left(\boldsymbol{x}_{0}\right)
$$

We assume that $\mathcal{A}_{t}$ is invertible with inverse $\mathcal{A}_{t}^{-1}$. For $t_{1}, t_{2} \in[0, T]$ we define

$$
\mathcal{A}_{t_{1}, t_{2}}: \Omega_{t_{1}} \longrightarrow \Omega_{t_{2}}, \quad \mathcal{A}_{t_{1}, t_{2}}=\mathcal{A}_{t_{2}} \circ \mathcal{A}_{t_{1}}^{-1}
$$

We note that the family of mappings is arbitrary. Several techniques have been suggested in order to construct this ALE mapping. If $\mathcal{A}_{t}$ is the mapping arising from the motion of the particles, the resulting formulation would be of pure Lagrangian type.

Let us consider a function $f: \Omega_{t} \times[0, T] \longrightarrow \mathbb{R}$. We indicate with $\hat{f}=f \circ \mathcal{A}_{t}$ the corresponding function in the ALE frame:

$$
\hat{f}: \Omega_{0} \times[0, T] \longrightarrow \mathbb{R}, \quad \hat{f}\left(\boldsymbol{x}_{0}, t\right)=f\left(\mathcal{A}_{t}\left(\boldsymbol{x}_{0}\right), t\right)
$$

Furthermore, the time derivatives in the ALE frame are defined as follows:

$$
\left.\frac{\partial f}{\partial t}\right|_{\boldsymbol{x}_{0}}: \Omega_{t} \times[0, T] \longrightarrow \mathbb{R},\left.\quad \frac{\partial f}{\partial t}\right|_{\boldsymbol{x}_{0}}(\boldsymbol{x}, t)=\frac{\partial \hat{f}}{\partial t}\left(\boldsymbol{x}_{0}, t\right)
$$

The domain velocity $\boldsymbol{w}$ is calculated using the following expression:

$$
\boldsymbol{w}(\boldsymbol{x}, t)=\left.\frac{\partial \boldsymbol{x}}{\partial t}\right|_{\boldsymbol{x}_{0}}=\frac{\partial \mathcal{A}_{t}\left(\boldsymbol{x}_{0}\right)}{\partial t}
$$

and the Jacobian of the ALE mapping is given by

$$
J_{t}=\operatorname{det}\left(\boldsymbol{J}_{t}\right), \quad \boldsymbol{J}_{t}=\frac{\partial \boldsymbol{x}}{\partial \boldsymbol{x}_{0}} .
$$

We recall the Reynolds transport formula. Let $\psi(\boldsymbol{x}, t)$ be a function defined in $\Omega_{t}$. Then, for any subdomain $V_{t} \subseteq \Omega_{t}$ such that $V_{t}=\mathcal{A}_{t}\left(V_{0}\right)$ with $V_{0} \subseteq \Omega_{0}$ it holds that

$$
\frac{d}{d t} \int_{V_{t}} \psi(\boldsymbol{x}, t) \mathrm{d} V=\int_{V_{t}}\left(\left.\frac{\partial \psi}{\partial t}\right|_{\boldsymbol{x}_{0}}+\psi \nabla \cdot \boldsymbol{w}\right) \mathrm{d} V
$$

In particular, if $v: \Omega_{t} \longrightarrow \mathbb{R}$, that is, if $v$ does not depend explicitly on time, we have that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega_{t}} v \mathrm{~d} \Omega=\int_{\Omega_{t}} v \nabla \cdot \boldsymbol{w} \mathrm{~d} \Omega \tag{2.2}
\end{equation*}
$$

With all this notation introduced, we are ready to write (2.1) in the ALE framework. It now reads

$$
\begin{align*}
\left.\frac{\partial u}{\partial t}\right|_{\boldsymbol{x}_{0}}-\nu \Delta u+(\boldsymbol{a}-\boldsymbol{w}) \cdot \nabla u & =\boldsymbol{f} & & \text { in } \Omega_{t} \times(0, T),  \tag{2.3a}\\
u & =0 & & \text { on } \partial \Omega_{t} \times(0, T),  \tag{2.3b}\\
\boldsymbol{u}\left(\boldsymbol{x}_{0}, 0\right) & =\boldsymbol{u}_{0} & & \text { in } \Omega_{0} \times\{0\} . \tag{2.3c}
\end{align*}
$$

The funcional space

$$
\mathcal{V}\left(\Omega_{t}\right):=\left\{v: \Omega_{t} \rightarrow \mathbb{R}, v=\hat{v} \circ \mathcal{A}_{t}^{-1}, \hat{v} \in H_{0}^{1}\left(\Omega_{0}\right)\right\}, \quad t \in(0, T)
$$

allows us to write (2.3) in its variational form. The variational problem reads: find $u(t) \in$ $\mathcal{V}\left(\Omega_{t}\right)$ for all $t \in(0, T)$ such that

$$
\begin{equation*}
\left(\frac{\partial u(t)}{\partial t}, v\right)_{\Omega_{t}}+\nu(\nabla u(t), \nabla v)_{\Omega_{t}}+((\boldsymbol{a}-\boldsymbol{w}(t)) \cdot \nabla u(t), v)_{\Omega_{t}}=\langle f(t), v\rangle_{\Omega_{t}} \tag{2.4}
\end{equation*}
$$

$\forall v \in \mathcal{V}\left(\Omega_{t}\right)$, where $(\cdot, \cdot)_{\Omega_{t}}$ stands for the $L^{2}\left(\Omega_{t}\right)$ inner product and $\langle\cdot, \cdot\rangle_{\Omega_{t}}$ for the duality pairing in $H^{-1}\left(\Omega_{t}\right) \times H_{0}^{1}\left(\Omega_{t}\right)$.

Let us re-scale the time variable as $t \leftarrow t / T$, so that the new time interval is $[0,1]$ and the coefficient $1 / T$ has to be inserted in front of the time derivatives. The reason of this change is to display which terms in the stability and convergence results disapear as $T \rightarrow \infty$, that is, the long time behavior. After re-scaling, problem (2.4) is transformed to,

$$
\begin{equation*}
\frac{1}{T}\left(\frac{\partial u(t)}{\partial t}, v\right)_{\Omega_{t}}+\nu(\nabla u(t), \nabla v)_{\Omega_{t}}+((\boldsymbol{a}-\boldsymbol{w}(t)) \cdot \nabla u(t), v)_{\Omega_{t}}=\langle f(t), v\rangle_{\Omega_{t}} \tag{2.5}
\end{equation*}
$$

and now the domain velocity is,

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x}, t)=\left.\frac{1}{T} \frac{\partial \boldsymbol{x}}{\partial t}\right|_{\boldsymbol{x}_{0}} \tag{2.6}
\end{equation*}
$$

We take into account this re-scaling in property (2.2), which now reads

$$
\begin{equation*}
\frac{1}{T} \frac{d}{d t} \int_{\Omega_{t}} v \mathrm{~d} \Omega=\int_{\Omega_{t}} v \nabla \cdot \boldsymbol{w} \mathrm{~d} \Omega \tag{2.7}
\end{equation*}
$$

2.2. The semi-discrete problem in time. Let us introduce some notation that we will used throughout the work. Consider a uniform partition of $[0,1]$ into $N$ time intervals of length $\delta t$. Let us denote by $f^{n}$ the approximation of a time dependent function $f$ at time level $t^{n}=n \delta t$. We will also denote

$$
\begin{aligned}
\delta f^{n+1} & \equiv \delta^{(1)} f^{n+1}=f^{n+1}-f^{n} \\
\delta^{(i+1)} f^{n+1} & =\delta^{(i)} f^{n+1}-\delta^{(i)} f^{n}, i=1,2,3, \ldots
\end{aligned}
$$

The discrete operators $\delta^{(i+1)}$ are centered. We will also use the backward difference operators

$$
\begin{aligned}
& D_{1} f^{n+1}=\frac{\delta f^{n+1}}{\delta t}=\frac{f^{n+1}-f^{n}}{\delta t} \\
& D_{2} f^{n+1}=\frac{3}{2 \delta t}\left(f^{n+1}-\frac{4}{3} f^{n}+\frac{1}{3} f^{n-1}\right)
\end{aligned}
$$

Let us discretize problem (2.5) in time, once $t$ has been normalized. We assume the force term is continuous in time and denote the time level by a superscript. We start using the BDF1 time integration scheme. It leads to the following problem: for $=0,1, \ldots, N-1$, given $u^{n}$, find $u^{n+1} \in \mathcal{V}\left(\Omega_{t^{n+1}}\right)$ such that

$$
\begin{align*}
& \frac{1}{T}\left(u^{n+1}-u^{n}, v^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t \nu\left(\nabla u^{n+1}, \nabla v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}=\delta t\left\langle f^{n+1}, v^{n+1}\right\rangle_{\Omega_{t^{n+1}}} \tag{2.8}
\end{align*}
$$

with $u^{0}=u_{0}$ in $L^{2}\left(\Omega_{0}\right)$.
Furthermore, we discretize in time the ALE mapping using a linear interpolation. The discretized ALE mapping $\mathcal{A}_{t}^{n+1}$ is defined for a given time slab $\left[t^{n}, t^{n+1}\right]$ as

$$
\mathcal{A}_{t}^{n+1}\left(\boldsymbol{x}_{0}, t\right)=\frac{t-t^{n}}{\delta t} \mathcal{A}_{t^{n+1}}\left(\boldsymbol{x}_{0}\right)+\frac{t^{n+1}-t}{\delta t} \mathcal{A}_{t^{n}}\left(\boldsymbol{x}_{0}\right)
$$

Thus, the mesh velocity is constant on each time step and given by

$$
\hat{\boldsymbol{w}}^{n+1}\left(\boldsymbol{x}_{0}\right)=\frac{\mathcal{A}_{t^{n+1}}\left(\boldsymbol{x}_{0}\right)-\mathcal{A}_{t^{n}}\left(\boldsymbol{x}_{0}\right)}{T \delta t}
$$

and $\boldsymbol{w}^{n+1}(\boldsymbol{x}, t)=\hat{\boldsymbol{w}}^{n+1}\left(\left(\mathcal{A}_{t}^{n+1}\right)^{-1}(\boldsymbol{x})\right)$ for $t \in\left(t^{n}, t^{n+1}\right]$. Equation (2.8) with this mesh velocity defines the $\mathrm{BDF} 1-\mathrm{BDF} 1_{\delta t}$ method. Note that the superscript $n+1$ in $\boldsymbol{w}$ denotes that it varies with time within the time interval $\left(t^{n}, t^{n+1}\right]$ where it is defined. However, in $\S 3$ we will simply denote $\boldsymbol{w}^{n+1} \equiv \boldsymbol{w}^{n+1}\left(\boldsymbol{x}, t^{n+1}\right)$. Since $\mathcal{A}_{t^{n+1}}^{n+1}=\mathcal{A}_{t^{n+1}}$, we will write $\boldsymbol{w}^{n+1}\left(\boldsymbol{x}, t^{n+1}\right)=\hat{\boldsymbol{w}}^{n+1}\left(\mathcal{A}_{t^{n+1}}^{-1}(\boldsymbol{x})\right)$ or, for $\boldsymbol{x}$ arbitrary, $\boldsymbol{w}^{n+1}=\hat{\boldsymbol{w}}^{n+1} \circ \mathcal{A}_{t^{n+1}}^{-1}$.

For the numerical analysis we rewrite the transient problem using a different setting. The sequence of problems (2.8) can be written in a unified manner as: find a sequence $U=$ $\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ such that

$$
\begin{equation*}
B(U, V)=L(V) \tag{2.9}
\end{equation*}
$$

for all sequences $V$, where

$$
\begin{align*}
B(U, V):=\frac{1}{2 T}\left(u^{0}, v^{0}\right)_{\Omega_{0}}+\sum_{n=0}^{N-1} & {\left[\frac{1}{T}\left(\delta u^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t \nu\left(\nabla u^{n+1}, \nabla v^{n+1}\right)_{\Omega_{t^{n+1}}}\right.} \\
+ & \left.\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}\right] \tag{2.10}
\end{align*}
$$

Observe that the initial condition has been embedded in the variational problem.

In order to reach second order accuracy in time, the BDF2 integration scheme is used. It leads to the following time discretization of (2.5):

$$
\begin{align*}
& \frac{1}{2 T}\left(3 u^{n+1}-4 u^{n}+u^{n-1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t \nu\left(\nabla u^{n+1}, \nabla v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}=\delta t\left\langle f^{n+1}, v^{n+1}\right\rangle_{\Omega_{t^{n+1}}} \tag{2.12}
\end{align*}
$$

This problem has to be initialized. For instance, we can obtain $u^{1}$ with (2.8) and $u^{0}=u_{0}$ in $L^{2}\left(\Omega_{0}\right)$ keeping the order of convergence of the method. In order to keep this accuracy, a quadratic interpolation is used to approximate the ALE mapping. For a given time slab [ $t^{n}, t^{n+1}$ ], this interpolation is given by

$$
\begin{aligned}
\mathcal{A}_{t}^{n+1}\left(\boldsymbol{x}_{0}, t\right)= & \frac{\left(t-t^{n}\right)\left(t-t^{n-1}\right)}{2 \delta t^{2}} \mathcal{A}_{t^{n+1}}\left(\boldsymbol{x}_{0}\right) \\
& -\frac{\left(t-t^{n+1}\right)\left(t-t^{n-1}\right)}{2 \delta t^{2}} \mathcal{A}_{t^{n}}\left(\boldsymbol{x}_{0}\right)+\frac{\left(t-t^{n+1}\right)\left(t-t^{n}\right)}{2 \delta t^{2}} \mathcal{A}_{t^{n-1}}\left(\boldsymbol{x}_{0}\right) .
\end{aligned}
$$

Thus, the mesh velocity on each time step is linear in time and given by

$$
\begin{aligned}
\hat{\boldsymbol{w}}^{n+1}\left(\boldsymbol{x}_{0}, t\right)= & \frac{2 t-t^{n}-t^{n-1}}{2 T \delta t^{2}} \mathcal{A}_{t^{n+1}}\left(\boldsymbol{x}_{0}\right) \\
& -\frac{2 t-t^{n+1}-t^{n-1}}{2 T \delta t^{2}} \mathcal{A}_{t^{n}}\left(\boldsymbol{x}_{0}\right)+\frac{2 t-t^{n+1}-t^{n}}{2 T \delta t^{2}} \mathcal{A}_{t^{n-1}}\left(\boldsymbol{x}_{0}\right)
\end{aligned}
$$

and $\boldsymbol{w}^{n+1}(\boldsymbol{x}, t)=\hat{\boldsymbol{w}}^{n+1}\left(\left(\mathcal{A}_{t}^{n+1}\right)^{-1}(\boldsymbol{x}), t\right)$ for $t \in\left(t^{n}, t^{n+1}\right]$. It is easily checked that at $t^{n+1}$ we recover the BDF2 formula for the mesh velocity.

Again, we can rewrite the transient problem as an abstract 'variarional' problem (2.9), now with the bilinear form

$$
\begin{align*}
B(U, V)= & \frac{1}{T}\left(u^{1}-u^{0}, v^{1}\right)_{\Omega_{t^{1}}}+\delta t \nu\left(\nabla u^{1}, \nabla v^{1}\right)_{\Omega_{t^{1}}}+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{1}\right) \cdot \nabla u^{1}, v^{1}\right)_{\Omega_{t^{1}}} \\
& +\frac{1}{2 T}\left(u^{0}, v^{0}\right)_{\Omega_{0}}+\sum_{n=1}^{N-1}\left[\frac{1}{2 T}\left(3 u^{n+1}-4 u^{n}+u^{n-1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}\right. \\
& \left.+\delta t \nu\left(\nabla u^{n+1}, \nabla v^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}\right] \tag{2.13}
\end{align*}
$$

and the linear form

$$
\begin{equation*}
L(V):=\frac{1}{2 T}\left(u^{0}, v^{0}\right)_{\Omega_{0}}+\sum_{n=0}^{N-1} \delta t\left\langle f^{n+1}, v^{n+1}\right\rangle_{\Omega_{t^{n+1}}} \tag{2.14}
\end{equation*}
$$

We end this subsection giving the norm for which stability and convergence results are obtained in $\S 3$ for the previous semi-discrete problems, which is

$$
\begin{equation*}
\|V\|\left\|^{2}=\frac{1}{T} \sup _{n \in[0, N]}\right\| v^{n}\left\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\sum_{n=0}^{N-1} \delta t \nu\right\| \nabla v^{n+1} \|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \tag{2.15}
\end{equation*}
$$

Given a normed space $X$, for $1 \leq q<\infty$ we define the space $\ell^{q}(X)$ as that of sequences $V=\left\{v^{n}\right\}_{n=0}^{N}$ such that $\sum_{n=0}^{N} \delta t\left\|v^{n}\right\|_{X}^{q}<\infty$, and $\ell^{\infty}(X)$ the space of sequences such that $\sup _{n=0, \ldots, N}\left\|v^{n}\right\|_{X}<\infty$. With this notation, the norm defined in (2.15) can be considered that of $\ell^{\infty}\left(L^{2}\left(\Omega_{t}\right)\right) \cap \ell^{2}\left(H_{0}^{1}\left(\Omega_{t}\right)\right)$. Here, the subscript $t$ has to be understood as $t^{n}$ for the $n$-th component of the sequence.
2.3. The fully discrete problem. At this point we treat the space discretization of systems (2.8) and (2.12). The BDF1-BDF1-OSS $\delta t, h$ reads as follows: for $n=0,1, \ldots, N-1$, given $u_{h}^{n}$, find $u_{h}^{n+1} \in \mathcal{V}_{h}\left(\Omega_{t}\right)$ such that

$$
\begin{align*}
& \frac{1}{T}\left(u_{h}^{n+1}-u_{h}^{n}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t \nu\left(\nabla u_{h}^{n+1}, \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u_{h}^{n+1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad+\delta t\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u_{h}^{n+1}\right), \tau^{n+1}\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad=\delta t\left\langle f^{n+1}, v_{h}^{n+1}\right\rangle_{\Omega_{t^{n+1}}} \tag{2.16}
\end{align*}
$$

where $\mathcal{V}_{h}\left(\Omega_{t}\right)$ is a finite element approximation space of $\mathcal{V}\left(\Omega_{t}\right), \tau^{n+1}$ is a mesh dependent parameter, that we will call stabilization parameter, whose expression is detailed later, and $\Pi_{h}^{\perp}(\cdot)=: I d(\cdot)-\Pi_{h}(\cdot)$, with $I d$ the identity in $L^{2}\left(\Omega_{t}\right)$ and $\Pi_{h}(\cdot)$ the $L^{2}$-projection onto this finite element space (and therefore $\Pi_{h}^{\perp}(\cdot)$ is the projection orthogonal to the finite element space). The description and motivation of this formulation, that we call Orthogonal Subgrid Scale (OSS) stabilization, can be found in [9].

Let $\Theta_{h}^{t}$ be a finite element partition of the domain $\Omega_{t}$ in a family of elements $\left\{K_{e}\right\}_{e=1}^{n_{e l}}$, $n_{e l}$ being the number of elements. We denote the diameter of the sphere that circumscribes element $K$ by $h_{K}$ and the diameter of the sphere inscribed in $K$ by $\varrho_{K}$. We also call $h=$ $\left.\max _{K \in \Theta_{h}^{t}}^{( } h_{K}\right)$ and $\varrho=\min _{K \in \Theta_{h}^{t}}\left(\varrho_{K}\right)$. We assume that all the element domains $K \in$ $\Theta_{h}^{t}$ are the image of a reference element $\tilde{K}$ through polynomial mappings $F_{K}$, affine for simplicial elements, bilinear for quadrilaterals and trilinear for hexahedra. On $\tilde{K}$ we define the polynomial spaces $R_{p}(\tilde{K})$ where $R_{p}$ is, for simplicial elements, the set of polynomials in $x_{1}, \ldots, x_{d}$ of degree less than or equal to $p$, called $P_{p}$. For quadrilaterals and hexahedra $R_{p}$ consists of polynomials in $x_{1}, \ldots, x_{d}$ of degree less than or equal to $p$ in each variable, a set called $Q_{p}$. The finite element spaces introduced before and that we will use in the following are:

$$
\begin{aligned}
& \mathcal{V}_{h}\left(\Omega_{0}\right)=\left\{\widehat{v}_{h} \in \mathcal{C}^{0}\left(\Omega_{0}\right)\left|\widehat{v}_{h}\right|_{K}=\tilde{v} \circ F_{K}^{-1}, \tilde{v} \in R_{p}(\tilde{K}), K \in \Theta_{h}^{t}\right\}, \\
& \mathcal{V}_{h, 0}\left(\Omega_{0}\right)=\left\{v_{h} \in \mathcal{V}_{h}\left(\Omega_{0}\right)\left|v_{h}\right| \partial \Omega_{0}=0\right\}, \\
& \mathcal{V}_{h}\left(\Omega_{t}\right)=\left\{v_{h} \in \mathcal{C}^{0}\left(\Omega_{t}\right) \mid v_{h}=\widehat{v}_{h} \circ \mathcal{A}_{t}^{-1}, \widehat{v}_{h} \in \mathcal{V}_{h}\left(\Omega_{0}\right)\right\}, \\
& \mathcal{V}_{h, 0}\left(\Omega_{t}\right)=\left\{v_{h} \in \mathcal{C}^{0}\left(\Omega_{t}\right) \mid v_{h}=\widehat{v}_{h} \circ \mathcal{A}_{t}^{-1}, \widehat{v}_{h} \in \mathcal{V}_{h, 0}\left(\Omega_{0}\right)\right\} .
\end{aligned}
$$

Moreover, $\Theta_{h}^{t}$ is assumed to be quasi-uniform, that is to say, there exists a constant $\varrho_{2}>0$, independent of $h$, such that $\frac{\varrho}{h} \geq \varrho_{2}>0$ as $h$ tends to zero. This will simplify the analysis and, in particular, will allow us to use stabilization parameters constant in space.

Let us note that in practical applications $\mathcal{A}_{t^{n+1}}$ maps $\Theta_{h}^{0}$ onto $\Theta_{h}^{n+1}$. Therefore, it is easily checked the fact that $\boldsymbol{w}^{n+1} \in\left(\mathcal{V}_{h}\left(\Omega_{t^{n+1}}\right)\right)^{d}$. In the following we will not distinguish between $\boldsymbol{w}^{n+1}$ and $\boldsymbol{w}_{h}^{n+1}$.

Also in this case we can write the problem using a 'variational' formalism. The fully discrete sequence of problems given by (2.16) can be written as: find a sequence $U_{h}=$ $\left\{u_{h}^{0}, u_{h}^{1}, \ldots, u_{h}^{N}\right\}$ such that

$$
\begin{equation*}
B_{h}\left(U_{h}, V_{h}\right)=L\left(V_{h}\right), \tag{2.17}
\end{equation*}
$$

for all sequences $V_{h}$, with the bilinear form $B_{h}$ given by

$$
\begin{align*}
& B_{h}\left(U_{h}, V_{h}\right)=\frac{1}{2 T}\left(u_{h}^{0}, v_{h}^{0}\right)_{\Omega_{0}} \\
& \quad+\sum_{n=0}^{N-1}\left[\frac{1}{T}\left(u_{h}^{n+1}-u_{h}^{n}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}+b_{h}\left(\boldsymbol{w}^{n+1} ; u_{h}^{n+1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}\right] \tag{2.18}
\end{align*}
$$

where $b_{h}$ is defined as

$$
\begin{align*}
& b_{h}\left(\boldsymbol{w}^{n+1} ; u_{h}^{n+1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}=\delta t \nu\left(\nabla u_{h}^{n+1}, \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u_{h}^{n+1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\delta t\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u_{h}^{n+1}\right), \tau^{n+1}\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}} \tag{2.19}
\end{align*}
$$

The OSS method modifies the discretized equation of the classical Galerkin method introducing the last term, which enhances the stability of the original method. The value of the stabilization parameter $\tau^{n+1}$ has been justified in [9]. In an ALE framework it depends on the difference between the advection velocity $\boldsymbol{a}$ and the mesh velocity $\boldsymbol{w}$. The expression we use is

$$
\begin{equation*}
\tau^{n+1}=\left(c_{1} \frac{\nu}{h^{2}}+c_{2} \frac{\|\boldsymbol{a}-\boldsymbol{w}\|_{L^{\infty}\left(\Omega_{t^{n+1}}\right)}}{h}\right)^{-1} \tag{2.20}
\end{equation*}
$$

that is constant in space. Here, $c_{1}$ and $c_{2}$ are algorithmic constants that depend on the order of the finite element interpolation. As will be shown later (see (4.7)), they are related to the constant $C_{\mathrm{inv}}$ in the inverse estimate introduced in (4.1).

As in [11], we will make further assumptions. We assume that for each $n$ the parameter $\tau^{n}$ satisfies

$$
\begin{equation*}
\tau^{n} \leq C T \delta t \tag{2.21}
\end{equation*}
$$

which in particular implies that we can not let $\delta t \rightarrow 0$ without refining the finite element mesh.

For the space discretization of the second order method (2.12), the bilinear form is given by

$$
\begin{align*}
& B_{h}\left(U_{h}, V_{h}\right) \\
& =\sum_{n=1}^{N-1}\left[\frac{1}{2 T}\left(3 u_{h}^{n+1}-4 u_{h}^{n}+u_{h}^{n-1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}+b_{h}\left(\boldsymbol{w}^{n+1} ; u_{h}^{n+1}, v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}\right] \\
& \quad+\frac{1}{T}\left(u_{h}^{1}-u_{h}^{0}, v_{h}^{1}\right)_{\Omega_{t^{1}}}+b_{h}\left(\boldsymbol{w}^{1} ; u_{h}^{1}, v_{h}^{1}\right)_{\Omega_{t^{1}}}+\frac{1}{T}\left(u_{h}^{0}, v_{h}^{0}\right)_{\Omega_{0}} \tag{2.22}
\end{align*}
$$

We end this section with two norms useful in the following numerical analysis. The first is a norm that we will call weak, and given by

$$
\begin{aligned}
\|V \mid\|_{w}^{2}= & \frac{1}{T} \sup _{n \in[0, N]}\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

Observe that only the orthogonal projection of the convective term appears. The full convective term appears in the norm that we will call strong, given by

$$
\begin{aligned}
\|\|V\|\|_{s}^{2}= & \frac{1}{T} \sup _{n \in[0, N]}\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
= & \|V \mid\|_{w}^{2}+\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

3. Analysis of the semi-discrete problem. In this section we analyze problems BDF1$\mathrm{BDF} 1_{\delta t}$ and $\mathrm{BDF} 2-\mathrm{BDF} 2_{\delta t}$. In both cases, stability and error estimates will be given. We denote by $C$ a positive constant, possibly with different values at different appearances.
3.1. Analysis of BDF1-BDF1 $1_{\delta t}$. Let us define by $U_{\text {ex }}=\left\{u_{0}, u\left(t^{1}\right), u\left(t^{2}\right), \ldots, u\left(t^{N}\right)\right\}$ the sequence of solutions of the contiunous problem (2.4) and $U=\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ the sequence of solutions of the semi-discrete problem (in time) (2.9)-(2.11). We start obtaining a stability result for this method. With this aim, first we prove that the bilinear form (2.10) that governs the semi-discrete problem is coercive.

THEOREM 3.1 (Coercivity). There exists $\delta t_{\mathrm{cr}}^{1}$ such that for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$ the bilinear form $B(\cdot, \cdot)$ defined in (2.10) is coercive, that is, for every sequence $V=\left\{v^{n}\right\}_{n=0}^{N}$, with $v^{n} \in \mathcal{V}\left(\Omega_{t^{n}}\right)$,

$$
B(V, V) \geq \beta_{1}\||V|\|^{2}
$$

for a certain constant $\beta_{1} \geq 0$ independent of $h$.
Proof. We know, from the definition of the bilinear form, that

$$
\begin{aligned}
B(V, V)= & \sum_{n=0}^{N-1}\left[\frac{1}{T}\left(v^{n+1}-v^{n}, v^{n+1}\right)_{\Omega_{t^{n+1}}}+\delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right. \\
& \left.+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}\right]+\frac{1}{2 T}\left\|v^{0}\right\|_{L^{2}\left(\Omega_{0}\right)}^{2} .
\end{aligned}
$$

We can rewrite the term coming from the time derivative as follows:

$$
\begin{aligned}
& \frac{1}{T}\left(v^{n+1}-v^{n}, v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad=\frac{1}{2 T}\left[\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}-\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\left\|v^{n+1}-v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right]
\end{aligned}
$$

Integrating equation (2.7) from $t^{n}$ to $t^{n+1}$ for the function $v^{n}$ we get

$$
\frac{1}{T}\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}=\frac{1}{T}\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s
$$

where we have profited from the fact that the discrete mesh velocity is constant at every time step. On the other hand, due to the fact that the convective velocity $\boldsymbol{a}$ is divergence-free, we get

$$
\begin{aligned}
\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}} & =-\frac{1}{2} \int_{\Omega_{t^{n+1}}} \boldsymbol{w}^{n+1} \cdot \nabla\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega \\
& =\frac{1}{2} \int_{\Omega_{t^{n+1}}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega
\end{aligned}
$$

We bound the terms associated to the mesh velocity as follows:

$$
\begin{aligned}
& \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s \\
& \leq \delta t \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|J_{\mathcal{A}_{t^{n+1}, s}} \nabla \cdot \boldsymbol{w}^{n+1}\right\|_{L^{\infty}\left(\Omega_{s}\right)}\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
&-\delta t \int_{\Omega_{t^{n+1}}} \boldsymbol{w}^{n+1} \cdot \nabla\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega=\delta t \int_{\Omega_{t^{n+1}}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega \\
& \leq \delta t\left\|\nabla \cdot \boldsymbol{w}^{n+1}\right\|_{L^{\infty}\left(\Omega_{t^{n+1}}\right)}\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

Let us define the parameters

$$
\begin{equation*}
\gamma_{1}^{n+1}=T \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|J_{\mathcal{A}_{t^{n+1, s}}} \nabla \cdot \boldsymbol{w}^{n+1}\right\|_{L^{\infty}\left(\Omega_{s}\right)} \tag{3.1}
\end{equation*}
$$

for $n=-1, \ldots, N-2$ and $\gamma_{1}^{N}=0$, together with

$$
\begin{equation*}
\gamma_{2}^{n+1}=T\left\|\nabla \cdot \boldsymbol{w}^{n}\right\|_{L^{\infty}\left(\Omega_{t^{n+1}}\right)} \tag{3.2}
\end{equation*}
$$

for $n=0, \ldots, N-1$ and $\gamma_{2}^{0}=0$.
With the inequalities just proved we can easily obtain that

$$
\begin{aligned}
B(V, V) & +\frac{1}{2 T} \sum_{n=-1}^{N-1} \delta t\left(\gamma_{1}^{n+1}+\gamma_{2}^{n+1}\right)\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \geq \sup _{n \in[-1, N-1]} \frac{1}{2 T}\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\sum_{n=0}^{N-1} 2 \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

If the maximum of $\left\|v^{n}\right\|_{L^{2}\left(\Omega_{\left.t^{n}\right)}\right.}$ is achieved at $n=N_{m}$, the sequence

$$
\left\{v^{0}, v^{1}, \ldots, v^{N_{m}}, 0, \ldots, 0\right\}
$$

has to be added to the test sequence. Sometimes along the paper we obtain the maximum using this technique. Invoking the Gronwall lemma (see [19]), we can absorb the second term of the left hand side with the first one of the right hand side for a $\delta t$ small enough. More precisely, the time step must be such that

$$
\delta t<\frac{1}{\sup _{n \in[0, N]}\left(\gamma_{1}^{n}+\gamma_{2}^{n}\right)}=: \delta t_{\mathrm{cr}}^{1}
$$

We note that this is the time step size of the normalized problem in time. The original $\delta t_{\mathrm{cr}}^{1}$ does not depend on $T$ anymore. $\square$

This result, together with the continuity of $L(\cdot)$ proved in next lemma, will lead us to a classical stability bound.

Lemma 3.2 (Continuity). The following inequality holds:

$$
L(V) \leq \sum_{n=0}^{N-1} \frac{\delta t}{2 \beta \nu}\left\|f^{n+1}\right\|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}+\sum_{n=0}^{N-1} \frac{\delta t \beta \nu}{2}\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

for all $\beta>0$.
Proof. The right hand side has the following expression:

$$
L(V)=\sum_{n=0}^{N-1} \delta t\left\langle\boldsymbol{f}^{n+1}, v^{n+1}\right\rangle_{\Omega_{t^{n+1}}}
$$

The Cauchy-Schwarz inequality leads to

$$
L(V) \leq\left(\sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
$$

The proof is finished invoking Young's inequality. $\square$
From Theorem 3.1 and Lemma 3.2 the following stability result is straightforward.
Corollary 3.3 (Stability). There exists $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the sequence $U$, solution of problem (2.9)-(2.11), is bounded as follows:

$$
\|\|U\|\|^{2} \leq C \sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

REMARK 3.1. The BDF1 method is unconditionally stable for fixed domains. However, for moving domains this property is not maintained anymore. In this case only conditional stability can be proved, with the critical time step value obtained above.

The next task is to obtain an optimal convergence result. In the following theorem, relying on the stability properties proved in Corollary 3.3, optimal error estimates are obtained. We denote by $e^{n+1}:=u\left(t^{n+1}\right)-u^{n+1}$ the error introduced by the time integration at time $t^{n+1}$, and by $E:=U_{\mathrm{ex}}-U$ the sequence of these errors.

THEOREM 3.4 (Convergence). There exists $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the sequence of errors $E=U_{\mathrm{ex}}-U$ satisfies the following error estimate:

$$
\begin{align*}
\mid\|E\| \|^{2} \leq C \frac{\delta t^{2}}{T} \sum_{n=0}^{N-1} \delta t(\| & \left\|\left.\frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \left.+\sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|\left|\frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2}\right) \tag{3.3}
\end{align*}
$$

Proof. We start taking the exact solution sequence $U_{\text {ex }}$ in the bilinear form. We get:

$$
\begin{aligned}
B\left(U_{\mathrm{ex}}, V\right)= & L(V)+\sum_{n=0}^{N-1} \frac{1}{T}\left(u\left(t^{n+1}\right)-u\left(t^{n}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& -\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), v^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

We subtract the equation for the semi-discrete sequence of solutions to the previous equations and arrive to

$$
\begin{aligned}
B\left(U-U_{\mathrm{ex}}, V\right)= & -\sum_{n=0}^{N-1} \frac{1}{T}\left(u\left(t^{n+1}\right)-u\left(t^{n}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), v^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

We test the previous equation with $V=U-U_{\text {ex }}=E$, obtaining

$$
\begin{aligned}
B(E, E)= & -\sum_{n=0}^{N-1} \frac{1}{T}\left(u\left(t^{n+1}\right)-u\left(t^{n}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, e^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), e^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

Exploiting the fact that the bilinear form is coercive the remaining ingredient is an appropriate bound for the error terms associated to the time discretization. Let us start with the terms related to the time derivative. We use the following Taylor formula for $u$ :

$$
\begin{equation*}
\frac{u\left(\boldsymbol{x}_{0}, t^{n+1}\right)-u\left(\boldsymbol{x}_{0}, t^{n}\right)}{T \delta t}-\left.\frac{1}{T} \frac{\partial u}{\partial t}\right|_{\boldsymbol{x}_{0}}\left(t^{n+1}\right)=-\left.\frac{1}{T \delta t} \int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right) \frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}(s) \mathrm{d} s \tag{3.4}
\end{equation*}
$$

and for the mesh velocity

$$
\begin{equation*}
\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)=-\frac{1}{T \delta t}\left(\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right) \frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}} \mathrm{~d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \tag{3.5}
\end{equation*}
$$

As explained in $\S 2$, it is understood with this notation that this equality holds for arbitrary $\boldsymbol{x} \in \Omega_{t}$.

With (3.4) we get a bound for the term associated to the time derivative of $u$ as follows:

$$
\begin{aligned}
& \int_{\Omega_{t^{n+1}}} e^{n+1} \cdot\left(\left.\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right) \frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}\left(\boldsymbol{x}_{0}, s\right) \mathrm{d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \mathrm{~d} \Omega \\
& \leq \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{0}} J_{\mathcal{A}_{t^{n+1}}}\left(s-t^{n}\right) \widehat{e^{n+1}} \frac{\widehat{\partial^{2} u}}{\partial t^{2}} \mathrm{~d} \Omega \mathrm{~d} s \\
& \leq\left(\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{0}} J_{\mathcal{A}_{t^{n+1}}}\left(\frac{\widehat{\partial^{2} u}}{\partial t^{2}}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \leq \frac{\beta_{1} \delta t}{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+C \delta t^{3}\left\|\left.\frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

where $\beta_{1}$ is the coercivity constant introduced in Theorem 3.1. Similarly, using (3.5) for the
term related to the time derivative of the mapping, we get

$$
\begin{aligned}
& -\int_{\Omega_{t^{n+1}}} e^{n+1}\left(\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right) \frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}} \mathrm{~d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \cdot \nabla u^{n+1} \mathrm{~d} \Omega \\
& \leq \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{0}} J_{\mathcal{A}_{t^{n+1}}}\left(s-t^{n}\right) \widehat{e^{n+1}} \frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}} \cdot \nabla \widehat{u^{n+1}} \mathrm{~d} \Omega \mathrm{~d} s \\
& \leq\left(\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \quad \times\left(\int_{t^{n}}^{t^{n+1}}\left\|\left|\frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \leq \frac{\beta_{1} \delta t}{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+C \delta t^{3} \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|\left|\frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2} .
\end{aligned}
$$

With these results we can write

$$
\begin{align*}
B(E, E) \leq & \frac{1}{T} \sum_{n=0}^{N-1}\left(\delta t \beta_{1}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+C \delta t^{3}\left\|\left.\frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}\right\|_{L^{2}\left(\Omega_{t} n+1\right)}^{2}\right. \\
& \left.+C \delta t^{3} \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|\left|\frac{\partial^{2} \mathcal{A}_{s}}{\partial t^{2}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2}\right) \tag{3.6}
\end{align*}
$$

At this point we invoke the coercivity property of the bilinear form proved in Theorem 3.1. Thus, the first term of the right hand side in (3.6) can be absorbed using the Gronwall lemma . We note that in this case we can apply the Gronwall lemma without any extra condition over the time step size (see [19]).

Clearly, the second term in the right-hand-side of (3.3) is bounded if the second time derivatives of the ALE mapping are uniformly bounded in $[0, T]$. In this case, its norm in the space $L^{\infty}\left(0, T ; L^{\infty}\left(\Omega_{0}\right)\right)$ can be taken out of the sum and the stability estimate of Corollary 3.3 allows us to bound the remaining term. However, we have kept expression (3.3) to display the structure of the error bound.

We conclude this subsection with an improved stability estimate:
Corollary 3.5 (Stability in $\ell^{\infty}\left(H^{2}\left(\Omega_{t}\right)\right)$ ). Under the conditions of Theorem 3.4, suppose additionally that the right-hand-side of (3.3) is bounded, that $u \in L^{\infty}\left(0, T ; H^{2}\left(\Omega_{t}\right)\right)$ and that the domain $\Omega_{t}$ is such that $\Delta u \in L^{2}\left(\Omega_{t}\right)$ implies $u \in H^{2}\left(\Omega_{t}\right)$. Then, $U \in$ $\ell^{\infty}\left(H^{2}\left(\Omega_{t}\right)\right)$.

Proof. At each time step we can write the error equation

$$
\begin{aligned}
\nu \Delta\left(u^{n+1}-u\left(t^{n+1}\right)\right) & =\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(u^{n+1}-u\left(t^{n+1}\right)\right) \\
& +\left(\boldsymbol{w}\left(t^{n+1}\right)-\boldsymbol{w}^{n+1}\right) \cdot \nabla u\left(t^{n+1}\right)+\frac{1}{\delta t}\left(u^{n+1}-u^{n}\right)-\left.\frac{\partial u}{\partial t}\right|_{t^{n+1}} .
\end{aligned}
$$

By virtue of Theorem 3.4, all the terms in the right-hand-side are bounded in $L^{2}\left(\Omega_{t^{n+1}}\right)$ for $n=0, \ldots, N-1$. Since

$$
\left\|\Delta u^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)} \leq\left\|\Delta u^{n+1}-\Delta u\left(t^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}+\left\|\Delta u\left(t^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)},
$$

it follows that $\left\{\Delta u^{n+1}\right\}_{n=0}^{N-1} \in \ell^{\infty}\left(L^{2}\left(\Omega_{t}\right)\right)$. The assumption on the domain $\Omega_{t}$ implies that $\left\{u^{n+1}\right\}_{n=0}^{N-1} \in \ell^{\infty}\left(H^{2}\left(\Omega_{t}\right)\right) . \square$

This justifies our strategy of first analyzing the problem semi-discretized in time and then the fully discrete problem. When we will require $U \in \ell^{2}\left(H^{p+1}\left(\Omega_{t}\right)\right)$ to obtain optimal order of convergence in space, we know that at least for $p=1$ this holds under the same condition on the domain $\Omega_{t}$ as for the sequence of solutions of the continuous problem, $U_{\mathrm{ex}}$. It is well known that this condition on $\Omega_{t}$ holds for example if it is convex and polyhedral (see, for example, [17]).
3.2. Analysis of BDF2-BDF $2_{\delta t}$. For the second order method we follow the same procedure used above. In this case the problem that we analyze can be written using equation (2.9) together with the bilinear form (2.13) and the right hand side linear form (2.14), and we denote by $U=\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ the sequence of solutions of this problem.

We start again proving that the corresponding bilinear form is coercive.
THEOREM 3.6 (Coercivity). There exists $\delta t_{\mathrm{cr}}^{2}$ such that for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$ the bilinear form $B(\cdot, \cdot)$ defined in (2.12) is coercive, that is, for every sequence $V=\left\{v^{n}\right\}_{n=0}^{N}$, with $v^{n} \in \mathcal{V}\left(\Omega_{t^{n}}\right)$,

$$
B(V, V) \geq \beta_{2}\| \| V \|^{2}
$$

for a certain constant $\beta_{2} \geq 0$ independent of $h$.
Proof. We know, from the definition of the bilinear form, that,

$$
\begin{align*}
B(V, V)= & \sum_{n=0}^{N-1}\left[\delta t\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}\right] \\
& +\sum_{n=1}^{N-1} \frac{1}{2 T}\left(3 v^{n+1}-4 v^{n}+v^{n-1}, v^{n+1}\right)_{\Omega_{t^{n+1}}}+\frac{1}{T}\left(v^{1}-v^{0}, v^{1}\right)_{\Omega_{t^{1}}} \\
& +\frac{1}{2 T}\left\|v^{0}\right\|_{L^{2}\left(\Omega_{0}\right)}^{2} \tag{3.7}
\end{align*}
$$

Integrating equation (2.7) from $t^{n}$ to $t^{n+1}$ for the functions $v^{n}$ and $2 v^{n}-v^{n-1}$, we can express the term corresponding to discrete time derivative as follows:

$$
\begin{align*}
& \frac{1}{2 T}\left(3 v^{n+1}-4 v^{n}+v^{n-1}, 4 v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& =\frac{1}{T}\left(\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}-\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\left\|2 v^{n+1}-v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right. \\
& \left.\quad-\left\|2 v^{n}-v^{n-1}\right\|_{L^{2}\left(\Omega_{t^{n}}\right)}^{2}+\left\|\delta^{2} v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right) \\
& \quad+\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}(s)\right)\left(v^{n}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s \\
& \quad+\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}(s)\right)\left(2 v^{n}-v^{n-1}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s \tag{3.8}
\end{align*}
$$

The mesh velocity terms are bounded as follows:

$$
\begin{align*}
& \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}(s)\right)\left(v^{n}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s+\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}(s)\right)\left(2 v^{n}-v^{n-1}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s \\
& \leq \delta t \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|J_{\mathcal{A}_{t^{n+1}, s}} \nabla \cdot \boldsymbol{w}^{n+1}(s)\right\|_{L^{\infty}\left(\Omega_{s}\right)} \\
& \quad \times\left(\left\|v^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\left\|2 v^{n}-v^{n-1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right) \tag{3.9}
\end{align*}
$$

On the other hand, we can exploit the fact that the convective velocity $\boldsymbol{a}$ is divergence-free, obtaining for the convective term that

$$
\begin{align*}
\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}, 4 v^{n+1}\right)_{\Omega_{t^{n+1}}} & =-2 \delta t \int_{\Omega_{t^{n+1}}} \boldsymbol{w}^{n+1} \cdot \nabla\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega \\
& =2 \delta t \int_{\Omega_{t^{n+1}}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega \\
& \leq 2\left\|\nabla \cdot \boldsymbol{w}^{n+1}\right\|_{L^{\infty}\left(\Omega_{t^{n+1}}\right)}\left\|u_{h}^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} . \tag{3.10}
\end{align*}
$$

We use inequalities (3.8) and (3.9) in (3.7) and invoke again the Gronwall lemma. This leads to the desired bound for a time step size:

$$
\delta t<\frac{1}{\sup _{n \in[0, N]}\left(\gamma_{1}^{n}+2 \gamma_{2}^{n}\right)}=: \delta t_{\mathrm{cr}}^{2}
$$

slightly different from the one obtained for the first order method. $\square$
The previous theorem and Lemma 3.2 allow us to obtain the same stability result as for the previous case, stated in the next corollary.

Corollary 3.7 (Stability). There exists $\delta t_{\mathrm{cr}}^{2}$ such that for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$ the sequence $U$ solution of problem (2.9)-(2.13)-(2.14) is bounded as follows:

$$
\||U|\|^{2} \leq C \sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

Furthermore, we can obtain optimal error estimates under some regularity assumptions. For the sake of clearness we assume that the initialization is calculated exactly. It can be easily checked from Theorem 3.4 that the error introduced by the initialization is optimal.

THEOREM 3.8 (Convergence). There exist $\delta t_{\mathrm{cr}}^{2}$ such that for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$ the sequence of errors $E=U_{e x}-U$ satisfies the following error estimate:

$$
\begin{aligned}
\|\|E\|\|^{2} \leq C \frac{\delta t^{4}}{T} \sum_{n=0}^{N-1} \delta t(\| & \left.\frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}} \|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \left.+\sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|\left|\frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)
\end{aligned}
$$

Proof. We start taking the exact solution sequence $U_{e x}$ in the bilinear form. We get:

$$
\begin{aligned}
B\left(U_{e x}, V\right)= & L(V)+\sum_{n=0}^{N-1} \frac{1}{2 T}\left(3 u\left(t^{n+1}\right)-4 u\left(t^{n}\right)+u\left(t^{n-1}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& -\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), v^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

Now we subtract the equation for the semi-discrete sequence of solutions to the previous equations and arrive to

$$
\begin{aligned}
B\left(U-U_{e x}, V\right)= & -\sum_{n=0}^{N-1} \frac{1}{T}\left(3 u\left(t^{n+1}\right)-4 u\left(t^{n}\right)+u\left(t^{n-1}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), v^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

We test the previous equation with $V=U-U_{e x}=E$, obtaining

$$
\begin{aligned}
B(E, E)= & -\sum_{n=0}^{N-1} \frac{1}{T}\left(3 u\left(t^{n+1}\right)-4 u\left(t^{n}\right)+u\left(t^{n-1}\right)-\left.\delta t \frac{\partial u}{\partial t}\right|_{t^{n+1}}, e^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& +\sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{w}^{n+1}-\boldsymbol{w}\left(t^{n+1}\right)\right) \cdot \nabla u\left(t^{n+1}\right), e^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

The truncation error introduced by the time integration scheme BDF2 is evaluated using the following Taylor formula:

$$
\begin{align*}
& \frac{3 u\left(\boldsymbol{x}_{0}, t^{n+1}\right)-4 u\left(\boldsymbol{x}_{0}, t^{n}\right)+u\left(\boldsymbol{x}_{0}, t^{n-1}\right)}{T \delta t}-\left.\frac{1}{T} \frac{\partial u}{\partial t}\right|_{\boldsymbol{x}_{0}}\left(t^{n+1}\right) \\
& \quad=-\left.\frac{1}{T \delta t} \int_{t^{n-1}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}}(s) \mathrm{d} s-\left.\frac{1}{T \delta t} \int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}}(s) \mathrm{d} s \tag{3.11}
\end{align*}
$$

The evaluation of the mesh velocity (2.6) requires a time derivative. Its numerical approximation using the second order BDF2 scheme can be written again as a truncation error:

$$
\begin{align*}
\boldsymbol{w}^{n+1} & -\boldsymbol{w}\left(t^{n+1}\right) \\
& =-\frac{1}{T \delta t}\left(\int_{t^{n}-1}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}} \mathrm{~d} s+\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}} \mathrm{~d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \tag{3.12}
\end{align*}
$$

which holds for all $\boldsymbol{x} \in \Omega_{t}$. Recall that $\boldsymbol{w}^{n+1}$ stands for the mesh velocity evalutated at $t^{n+1}$.
The error related to the time derivative of $u$ can be bounded using the following inequal-
ity:

$$
\begin{align*}
& \int_{\Omega_{t^{n+1}}} e^{n+1} \cdot\left(\left.\int_{t^{n-1}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}}(s) \mathrm{d} s\right. \\
& \left.\quad-\left.\frac{1}{T \delta t} \int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}}(s) \mathrm{d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \mathrm{~d} \Omega \\
& \quad \leq \frac{\beta_{2} \delta t}{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+C \delta t^{5}\left\|\left.\frac{\partial^{2} u}{\partial t^{2}}\right|_{\boldsymbol{x}_{0}}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}, \tag{3.13}
\end{align*}
$$

where $\beta_{2}$ is the coercivity constant introduced in Theorem 3.6.
We obtain the following inequality in order to bound the error introduced by the evaluation of the mesh velocity,

$$
\begin{align*}
& -\int_{\Omega_{t^{n+1}}} e^{n+1}\left(\int_{t^{n}-1}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}} \mathrm{~d} s\right. \\
& \left.\quad+\int_{t^{n}}^{t^{n+1}}\left(s-t^{n}\right)^{2} \frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}} \mathrm{~d} s\right) \circ \mathcal{A}_{t^{n+1}}^{-1} \cdot \nabla u^{n+1} \mathrm{~d} \Omega \\
& \quad \leq \frac{\beta_{2} \delta t}{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\delta t^{5} \sup _{s \in\left(t^{n-1}, t^{n+1}\right)}\left\|\left|\frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2} \tag{3.14}
\end{align*}
$$

Using the error expressions (3.11) and (3.12) and bounds (3.13) and (3.14) we get

$$
\begin{aligned}
B(E, E) \leq & \frac{1}{T} \sum_{n=0}^{N-1} \delta t \beta_{2}\left\|e^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+C \frac{\delta t^{4}}{T} \sum_{n=0}^{N-1} \delta t\left\|\left.\frac{\partial^{3} u}{\partial t^{3}}\right|_{\boldsymbol{x}_{0}}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +C \frac{\delta t^{4}}{T} \sum_{n=0}^{N-1} \delta t \sup _{s \in\left(t^{n}, t^{n+1}\right)}\left\|\left|\frac{\partial^{3} \mathcal{A}_{s}}{\partial t^{3}}\right|^{2}\right\|_{L^{\infty}\left(\Omega_{0}\right)}\left\|u^{n+1}\right\|_{H^{1}\left(\Omega_{t^{n+1}}\right)}^{2}
\end{aligned}
$$

Again, we can apply the Gronwall lemma without any extra condition over the time step size.
4. The fully discrete problem. In this section we analyze the fully discrete problems $\mathrm{BDF}^{-\mathrm{BDF} 1-\mathrm{OSS}}{ }_{\delta t, h}$ and BDF2-BDF2-OSS ${ }_{\delta t, h}$. In both cases, stability and error estimates are obtained.

Observe from (2.20) that $\tau^{n}$ has been taken constant in space. Further, we assume $\Theta_{h}^{t}$ quasi-uniform. In this case, the following inverse estimate holds (see [4]):

$$
\begin{equation*}
\left\|\nabla v_{h}\right\|_{L^{2}\left(\Omega_{t}\right)} \leq \frac{C_{\mathrm{inv}}}{h}\left\|v_{h}\right\|_{L^{2}\left(\Omega_{t}\right)} \tag{4.1}
\end{equation*}
$$

In order to obtain optimal convergence results, we assume that $u^{n+1} \in H^{p+1}\left(\Omega_{t}\right)$ for $n=0, \ldots, N-1$, where $p$ is the degree of the polynomial defining the finite element space $\mathcal{V}_{h}$. We also assume that for any function $v \in H^{p+1}\left(\Omega_{t}\right)$ there exists a finite element interpolation $\pi_{h}(v)$ such that,

$$
\left\|v-\pi_{h}(v)\right\|_{H^{m}\left(\Omega_{t}\right)} \leq C_{h} h^{p+1-m}\|v\|_{H^{p+1}\left(\Omega_{t}\right)}
$$

We need to prove that the $L^{2}$-projection onto the finite element space is an optimal interpolation in the $L^{2}\left(\Omega_{t}\right)$ norm and the seminorm $\|\nabla(\cdot)\|_{L^{2}\left(\Omega_{t}\right)}$. We show this in the following lemma.

Lemma 4.1. Given a function $v \in H^{p+1}\left(\Omega_{t}\right)$ with $p \geq 1$, its $L^{2}$-projection onto the finite element space $\Pi_{h}(v)$ satisfies

$$
\begin{equation*}
\left\|v-\Pi_{h}(v)\right\|_{L^{2}\left(\Omega_{t}\right)} \leq C_{h} h^{p+1}\|v\|_{H^{p+1}\left(\Omega_{t}\right)} \tag{4.2}
\end{equation*}
$$

and also

$$
\begin{equation*}
h^{2}\left\|\Delta v-\Pi_{h}(\Delta v)\right\|_{L^{2}\left(\Omega_{t}\right)} \leq C h^{p+1}\|v\|_{H^{p+1}\left(\Omega_{t}\right)} \tag{4.3}
\end{equation*}
$$

If the inverse estimate (4.1) hold true

$$
\begin{equation*}
\left\|\nabla\left(v-\Pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)} \leq C h^{p}\|v\|_{H^{p+1}\left(\Omega_{t}\right)}, \tag{4.4}
\end{equation*}
$$

are satisfied.
Proof. The first inequality is obvious:

$$
\left\|v-\Pi_{h}(v)\right\|_{L^{2}\left(\Omega_{t}\right)} \leq\left\|v-\pi_{h}(v)\right\|_{L^{2}\left(\Omega_{t}\right)} \leq C_{h} h^{p+1}\|v\|_{H^{p+1}\left(\Omega_{t}\right)}
$$

Using the previous inequality for $\Delta v$ we obtain the second result.
Making use of the inverse estimate (4.1) we prove the last inequality:

$$
\begin{aligned}
\left\|\nabla\left(v-\Pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)} & \leq\left\|\nabla\left(v-\pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)}+\left\|\nabla\left(\pi_{h}(v)-\Pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)} \\
& =\left\|\nabla\left(v-\pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)}+\left\|\nabla\left(\Pi_{h}\left(v-\pi_{h}(v)\right)\right)\right\|_{L^{2}\left(\Omega_{t}\right)} \\
& \leq\left\|\nabla\left(v-\pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)}+\frac{C_{\text {inv }}}{h}\left\|\Pi_{h}\left(v-\pi_{h}(v)\right)\right\|_{L^{2}\left(\Omega_{t}\right)} \\
& \leq\left(1+C_{\mathrm{inv}}\right) C_{h} h^{p}\|v\|_{H^{p+1}\left(\Omega_{t}\right)} .
\end{aligned}
$$

As in the previous section, $C$ is a positive constant, possibly with different values at different appearances.
4.1. Analysis of BDF1-BDF1-OSS ${ }_{\delta t, h}$. In this subsection we analyze the fully discrete problem (2.17) with the bilinear form $B_{h}(\cdot, \cdot)$ defined in (2.18) and right-hand side (2.14). We denote by $U=\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ the sequence of solutions of the semi-discrete problem (in time) (2.9)-(2.11) and $U_{h}=\left\{u_{h}^{0}, u_{h}^{1}, u_{h}^{2}, \ldots, u_{h}^{N}\right\}$ its fully discrete counterpart, solution of (2.17)-(2.18)-(2.14).

We start proving the coercivity of the bilinear form for the weak norm $\|\|\cdot\|\|_{w}$. This result will be used in the convergence analysis.

THEOREM 4.2 (Coercivity). There exists $\delta t_{\mathrm{cr}}^{1}$ such that for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$ the bilinear form $B_{h}(\cdot, \cdot)$ defined in (2.18) is coercive. That is, for every sequence $V=\left\{v^{n}\right\}_{n=0}^{N}$, with $v^{n} \in \mathcal{V}\left(\Omega_{t^{n}}\right)$,

$$
B_{h}(V, V) \geq \beta_{1}\| \| V \|_{w}^{2}
$$

for a certain constant $\beta_{1}>0$.

Proof. The bilinear form analyzed in this theorem is equal to the one for which coercivity is proved in Theorem 3.1 plus the stabilization term. We can easily get

$$
\begin{align*}
& B_{h}(V, V)=\frac{1}{2 T}\left\|v^{N}\right\|_{L^{2}\left(\Omega^{N}\right)}^{2}+\frac{1}{2 T} \sum_{n=0}^{N-1}\left\|\delta v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \quad+\sum_{n=0}^{N-1}\left[\delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right] \\
& \quad+\frac{1}{2} \sum_{n=0}^{N-1} \delta t\left(\nabla \cdot \boldsymbol{w}^{n+1},\left(v^{n+1}\right)^{2}\right)_{\Omega_{t^{n+1}}}+\frac{1}{2} \sum_{n=0}^{N-1} \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{t}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega . \tag{4.5}
\end{align*}
$$

Due to the fact that the stabilization term does not affect the treatment of the mesh velocity terms in Theorem 3.1, we refer to this one for the remaining of the proof. $\square$

Let us define the $\Lambda$-coercivity property associated to a bilinear form that will be used in the following analysis.

DEFINITION 4.3 ( $\Lambda$-coercivity). Let $\mathcal{V}$ be a functional space and $\zeta: \mathcal{V} \times \mathcal{V} \longrightarrow \mathbb{R}$ a bilinear form. We say that $\zeta$ is $\Lambda$-coercive with respect to the norm $\|\|\cdot\|\|$ and the linear operator $\Lambda: \mathcal{V} \longrightarrow \mathcal{V}$ if there exists and a constant $\beta>0$ such that,

$$
\begin{equation*}
\zeta(v, \Lambda(v)) \geq \beta\| \| v \|^{2}, \quad \forall v \in \mathcal{V} \tag{4.6}
\end{equation*}
$$

The bilinear form $\zeta(\cdot, \cdot)$ also satisfies an inf-sup condition under the conditions of the following lemma.

LEMMA 4.4. If $\Lambda$ is continuous with respect to the norm $\mid\|\cdot\| \|$ and $\zeta(\cdot, \cdot)$ is $\Lambda$-coercive, then there exists $\gamma>0$ such that

$$
\inf _{u \in \mathcal{V}} \sup _{v \in \mathcal{V}} \frac{\zeta(u, v)}{\||u|\|\| \| v \| \mid} \geq \gamma
$$

The proof of the previous lemma is straightforward from Definition 4.3 and the continuity of the operator $\Lambda(\cdot)$.

We now show that the bilinear form $B_{h}(\cdot, \cdot)$ of our problem is $\Lambda$-coercive for the strong norm $|||\cdot||| s$.

THEOREM 4.5 ( $\Lambda$-coercivity). Let $V=\left\{v^{n}\right\}_{n=0}^{N}$ be a sequence of functions such that $v^{n} \in \mathcal{V}\left(\Omega_{t^{n}}\right)$ and consider the operator

$$
\Lambda(V)=V+\left\{0, \frac{1}{2}\left\{\tau^{n+1} \Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\}_{0}^{N-1}\right\}
$$

Then, there exists $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the bilinear form $B_{h}(\cdot, \cdot)$ is $\Lambda$-coercive:

$$
B_{h}(V, \Lambda(V)) \geq \beta_{1}\||V|\|_{s}^{2}
$$

for a certain constant $\beta_{1}>0$.
Proof. Testing (2.18) with the sequence of functions that belong to the finite element space

$$
\Pi_{0}(\tau, V):=\left\{0,\left\{\tau^{n+1} \Pi_{0}\left(v^{n+1}\right)\right\}\right\}_{n=0}^{N-1}:=\left\{0,\left\{\tau^{n+1} \Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\}_{n=0}^{N-1}\right\}
$$

we have

$$
\begin{align*}
B_{h}\left(V, \Pi_{0}(\tau, V)\right) \geq & \sum_{n=0}^{N-1} \phi^{n+1} \delta t \tau^{n+1}\left\|\Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& -\sum_{n=0}^{N-1}\left[\frac{1}{T}\left\|\delta v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right. \\
& \left.+\delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right] \tag{4.7}
\end{align*}
$$

where

$$
\begin{equation*}
\phi^{n+1}:=1-\frac{1}{4} \frac{\tau^{n+1}}{T \delta t}-\frac{1}{4} \tau^{n+1} \frac{\nu C_{\mathrm{inv}}^{2}}{h^{2}}-\frac{1}{4}\left(\tau^{n+1}\right)^{2} \frac{\left\|\boldsymbol{a}-\boldsymbol{w}^{n+1}\right\|_{L^{\infty}\left(\Omega_{t^{n+1}}\right)}^{2} C_{\mathrm{inv}}^{2}}{h^{2}} \tag{4.8}
\end{equation*}
$$

To obtain (4.7) we have made use of Young's inequality and the inverse estimate (4.1). Assuming now that the constants $c_{1}$ and $c_{2}$ in (2.20) are such that $c_{1} \leq C_{\mathrm{inv}}^{2}, c_{2} \leq C_{\mathrm{inv}}$ and the constant $C$ in (2.21) is $C \leq 1$ it follows that $\phi^{n+1} \geq 1 / 4$.

The combination of (4.7) and (4.5) leads to

$$
\begin{aligned}
& B_{h}\left(V, 2 V+\Pi_{0}(\tau, V)\right) \geq \frac{1}{T}\left\|v^{N}\right\|_{L^{2}\left(\Omega^{N}\right)}^{2}+\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \quad+C \sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \quad+\sum_{n=0}^{N-1} \delta t\left(\nabla \cdot \boldsymbol{w}^{n+1},\left(v^{n+1}\right)^{2}\right)_{\Omega_{t^{n+1}}}+\sum_{n=0}^{N-1} \int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}\left(\nabla \cdot \boldsymbol{w}^{n+1}\right)\left(v^{n+1}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s \\
& \geq \\
& \quad \frac{1}{T}\left\|v^{N}\right\|_{L^{2}\left(\Omega^{N}\right)}^{2}+\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \quad+C \sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& \quad-\sum_{n=0}^{N-1} \delta t \gamma_{n+1}\left\|v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2},
\end{aligned}
$$

with $\gamma_{n+1}:=\gamma_{1}^{n+1}+\gamma_{2}^{n+1}$, and $\gamma_{1}^{n+1}, \gamma_{2}^{n+1}$ defined in (3.1) and (3.2). Using the Gronwall lemma, we finally get the coercivity stated in the theorem. We point out that the critical time step $\delta t_{\text {cr }}^{1} \mathrm{in}$ this case is identical to the one obtained for the semi-discrete problem.

In order to satisfy the continuity of $\Lambda(\cdot)$ needed for to obtain the inf-sup condition in Lemma 4.4 we have to restrict the situation to the discrete finite element space $\mathcal{V}_{h}$.

Lemma 4.6 (Continuity). Let $V_{h}=\left\{v_{h}^{n}\right\}_{n=0}^{N}$ be a finite element sequence such that $v_{h}^{n} \in \mathcal{V}_{h}\left(\Omega_{t^{n}}\right)$ and consider the operator $\Lambda$ introduced in Theorem 4.5. Then, $\Lambda(\cdot)$ is continuous with respect to the norm $\left|\|\cdot \mid\|_{s}\right.$ for every finite element sequence $V_{h}$ :

$$
\begin{equation*}
\left\|\left\|\Lambda\left(V_{h}\right)\right\|\right\|_{s} \leq \rho\| \| V_{h} \|_{s} \tag{4.9}
\end{equation*}
$$

for a certain constant $\rho>0$.

Proof. Defining $\Pi_{0}\left(\tau, V_{h}\right)$ as in the proof of the previous theorem, we have from the definition of the norm that

$$
\begin{align*}
\left\|\mid \Pi_{0}\left(\tau, V_{h}\right)\right\|_{s}^{2}= & \frac{1}{T} \sup _{n \in[0, N-1]}\left\|\tau^{n+1} \Pi_{0}\left(v_{h}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +\sum_{n=0}^{N-1} \delta t \nu\left\|\tau^{n+1} \nabla \Pi_{0}\left(v_{h}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\tau^{n+1}\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla \Pi_{0}\left(v_{h}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \tag{4.10}
\end{align*}
$$

Invoking the expression for $\tau^{n+1}$ and the inverse estimate (4.1) we can easily bound every term by $\left\|\left||V| \|_{s}^{2}\right.\right.$. .

REMARK 4.1. The fact that we need to use the inverse estimate (4.1) in order to bound the first term in (4.10) restricts the continuity of $\Lambda(\cdot)$ to finite element sequences (for the rest of the terms the inverse estimate is applied to derivatives of $\Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)$, a finite element function even if $v^{n+1}$ is not in the finite element space). However, this restriction does not complicate the convergence analysis, where only the $\Lambda$-coercivity is invoked.

From Lemmas 4.4 and 4.6 we obtain the discrete inf-sup condition.
Corollary 4.7 (Discrete inf-sup condition). Let $U_{h}=\left\{u_{h}^{n}\right\}_{n=0}^{N}$ and $V_{h}=\left\{v_{h}^{n}\right\}_{n=0}^{N}$ be sequences of finite element functions such that $u^{n}, v^{n} \in \mathcal{V}\left(\Omega_{t^{n}}\right)$. There exists $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the bilinear form $B_{h}(\cdot, \cdot)$ satisfies the following condition:

$$
\inf _{U_{h} \in \mathcal{V}_{h}} \sup _{V_{h} \in \mathcal{V}_{h}} \frac{B_{h}\left(U_{h}, V_{h}\right)}{\| \| U_{h} \mid\left\|_{s}\right\| V_{h} \|_{s}} \geq \widetilde{\beta}_{1}
$$

for a certain constant $\widetilde{\beta}_{1}>0$.
At this point, the only ingredient that remains in order to have a stability result is the continuity of the force term, provided by Lemma 3.2. The stability result is stated in the next corollary.

COROLLARY 4.8 (Stability). There exists $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the sequence $U_{h}$, solution of problem (2.17)-(2.18)-(2.11), is bounded as follows:

$$
\left\|\mid U_{h}\right\|_{s}^{2} \leq C \sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

For the convergence analysis, let us define the difference between the solution of (2.8) and (2.16) as $e_{d}^{n+1}:=u_{h}^{n+1}-u^{n+1}$, and the sequence of these errors by $E_{d}$. From Theorem 4.5, that proves the $\Lambda$-coercivity of the bilinear form $B_{h}$ for $\Lambda$ defined in this theorem, we know that

$$
\begin{equation*}
B_{h}\left(E_{d}, \Lambda\left(E_{d}\right)\right) \geq \beta_{1}\| \| E_{d} \|_{s}^{2} \tag{4.11}
\end{equation*}
$$

We subtract the discrete bilinear form (2.18) from its semi-discrete counterpart (2.10) tested with finite element sequences in order to get

$$
\begin{aligned}
& B_{h}\left(E_{d}, V_{h}\right)=\epsilon_{c}\left(V_{h}\right) \\
& \quad:=-\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}},
\end{aligned}
$$

where $\epsilon_{c}\left(V_{h}\right)$ accounts for the consistency error. After some manipulations, we can write

$$
\begin{aligned}
B_{h}\left(E_{d}, \Lambda\left(E_{d}\right)\right) & =B_{h}\left(E_{d}, E_{d}\right)+\frac{1}{2} B_{h}\left(E_{d}, \Pi_{0}\left(\tau, E_{d}\right)\right) \\
& =B_{h}\left(E_{d}, \Pi_{h}(U)-U\right)+\epsilon_{c}\left(U_{h}-\Pi_{h}(U)\right)+\frac{1}{2} \epsilon_{c}\left(\Pi_{0}\left(\tau, E_{d}\right)\right)
\end{aligned}
$$

where $\Pi_{h}(U):=\left\{\Pi_{h}\left(u^{n}\right)\right\}_{n=0}^{N}$.
We distinguish between interpolation error, the first term of the right hand side, and the consistency error associated to the second and third terms. In the following two lemmas we bound these error terms. We start with the interpolation error, obtaining the result stated in the following lemma:

Lemma 4.9 (Interpolation error). The error sequence $E_{d}=U_{h}-U$ satisfies the following inequality:

$$
\begin{equation*}
B_{h}\left(E_{d}, \Pi_{h}(U)-U\right) \leq C \mid\left\|E_{d}\right\| \|_{w}\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \tag{4.12}
\end{equation*}
$$

Proof. Let us expand the expression of the interpolation error making use of the definition of the bilinear form associated to the problem we are analyzing:

$$
\begin{aligned}
& B_{h}\left(E_{d}, \Pi_{h}(U)-U\right) \\
& \quad=\sum_{n=0}^{N-1}\left[\frac{1}{T}\left(e_{d}^{n+1}-e_{d}^{n}, \Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)_{\Omega_{t^{n+1}}}\right. \\
& \quad+\delta t \nu\left(\nabla e_{d}^{n+1}, \nabla\left(\Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& \quad+\delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}, \Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)_{\Omega_{t^{n+1}}} \\
&\left.\quad+\delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(\Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)\right)_{\Omega_{t^{n+1}}}\right] .
\end{aligned}
$$

We must control each term separately. Let us start with the discrete time derivative term. Using assumption (2.21) we have that

$$
\begin{aligned}
& \sum_{n=0}^{N-1} \frac{1}{T}\left(e_{d}^{n+1}-e_{d}^{n}, \Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \leq C\left(\sum_{n=0}^{N-1} \frac{1}{T}\left\|e_{d}^{n+1}-e_{d}^{n}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

For the viscosity term, using the definition of $\tau^{n+1}$ and the inverse estimate (4.5), we have that

$$
\begin{aligned}
& \sum_{n=0}^{N-1} \delta t \nu\left(\nabla e_{d}^{n+1}, \nabla\left(\Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& \leq C\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla e_{d}^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \times\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Similar arguments allow us to obtain a bound for the convective term:

$$
\left.\left.\left.\begin{array}{rl}
\sum_{n=0}^{N-1} \delta t & ((\boldsymbol{a}
\end{array}\right) \boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}, \Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)_{\Omega_{t^{n+1}}} .
$$

and for the stabilization term we obtain

$$
\begin{aligned}
& \sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(\Pi_{h}\left(u^{n+1}\right)-u^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& \leq C \\
& \quad \times\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

All the terms have been bounded by the right-hand-side of (4.12), and therefore the proof is finished. $]$

REMARK 4.2. Invoking the interpolation error (4.2) in (4.13) has allowed us to obtain an optimal bound for the interpolation error without the control of the full convective term in the norm $\left\|\|\cdot \mid\|_{w}\right.$. This fact will be used for the analysis of the second order method.

The following lemma is devoted to the control of the consistency error. Since we are interested in smooth solutions, say $u \in L^{2}\left(0, T ; H^{p+1}\left(\Omega_{t}\right)\right)$ (with the obvious modifications for $u$ less regular), we assume that $f$ is also smooth, in particular $f \in L^{2}\left(0, T ; H^{p-1}\left(\Omega_{t}\right)\right)$. Thus, for $p \geq 1,\left\langle f, v_{h}\right\rangle_{\Omega_{t}}=\left(\Pi_{h}(f), v_{h}\right)_{\Omega_{t}}$. Therefore, the finite element solution is not altered if we assume $\Pi_{h}^{\perp}(f)=0$.

Lemma 4.10 (Consistency error). The following inequality holds:

$$
\begin{align*}
& \epsilon_{c}\left(U_{h}-\Pi_{h}(U)+\frac{1}{2} \Pi_{0}\left(\tau, E_{d}\right)\right) \leq C\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(\left\|\mid E_{d}\right\|\left\|_{s}^{2}+h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| u^{n+1} \|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \tag{4.14}
\end{align*}
$$

Proof. From the expression of the consistency error we arrive to:

$$
\begin{align*}
& -\epsilon_{c}\left(U_{h}-\Pi_{h}(U)\right) \\
& =\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(u_{h}^{n+1}-\Pi_{h}\left(u^{n+1}\right)\right)\right)_{\Omega_{t^{n+1}}} \\
& =\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)_{\Omega_{t^{n+1}}}  \tag{4.15}\\
& +\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(u^{n+1}-\Pi_{h}\left(u^{n+1}\right)\right)\right)_{\Omega_{t^{n+1}}}
\end{align*}
$$

On the other hand, from the equation for the semi-discrete unknown (2.8), we can easily check that

$$
\begin{align*}
& \left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right), v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad=\left(\Pi_{h}^{\perp}\left(\nu \Delta u^{n+1}-\frac{1}{T \delta t}\left(u^{n+1}-u^{n}\right)\right), v^{n+1}\right)_{\Omega_{t^{n+1}}} \\
& \quad=:\left(\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right), v^{n+1}\right)_{\Omega_{t^{n+1}}} \tag{4.16}
\end{align*}
$$

where $\lambda(\cdot):=\nu \Delta(\cdot)-\frac{\delta(\cdot)}{T \delta t}$. Note that we have not included $\Pi_{h}^{\perp}(f)$ in the previous equation.
Now, using (4.16) in (4.15) we can split the error in two different terms bounded as follows:

$$
\begin{aligned}
\sum_{n=0}^{N-1} \delta t \tau^{n+1} & \left(\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)_{\Omega_{t^{n+1}}} \\
\leq & C\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
\sum_{n=0}^{N-1} \delta t \tau^{n+1} & \left(\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(u^{n+1}-\Pi_{h}\left(u^{n+1}\right)\right)\right)_{\Omega_{t^{n+1}}} \\
\leq & C\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

On the other hand, the term related to the perturbation of the test function $\Pi_{0}\left(\tau, E_{d}\right)$ appear-
ing in (4.14) can be bounded using similar arguments, leading to

$$
\begin{aligned}
& \epsilon_{c}\left(\Pi_{0}\left(\tau, E_{d}\right)\right) \\
&= \sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla\left(\tau^{n+1} \Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)\right)\right)_{\Omega_{t^{n+1}}} \\
& \leq C\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla e_{d}^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

It only remains to prove that

$$
\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\lambda\left(u^{n+1}\right)\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \leq C h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

This inequality can be easily obtained from the expression of $\tau^{n+1}$, assumption (2.19) and the interpolation error estimate (4.3). $\square$

We end this section with the main convergence result, which is a direct consequence of inequality (4.11), Lemma 4.9 and Lemma 4.10:

THEOREM 4.11 (Convergence). There exist $\delta t_{\mathrm{cr}}^{1}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{1}$, the sequence of errors $E_{d}=U_{h}-U$ satisfies the following error estimate:

$$
\left\|\mid E_{d}\right\|\left\|_{s}^{2} \leq C h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| u^{n+1} \|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2} .
$$

4.2. Analysis of BDF2-BDF2-OSS $\boldsymbol{\delta t}$. . In this subsection we analyze the fully discrete problem (2.17) with the bilinear form $B_{h}(\cdot, \cdot)$ defined in (2.22) and right-hand side (2.14). We denote by $U=\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ the sequence of solutions of the second order semidiscrete problem (in time) (2.9)-(2.13)-(2.14) and $U_{h}=\left\{u_{h}^{0}, u_{h}^{1}, u_{h}^{2}, \ldots, u_{h}^{N}\right\}$ its fully discrete counterpart, solution of (2.17)-(2.22)-(2.14).

We have obtained the results of this section using the weak norm $\left\|\|\cdot \mid\|_{w}\right.$. Let us start with a theorem proving coercivity under the weaker norm.

THEOREM 4.12 (Coercivity). There exists $\delta t_{\mathrm{cr}}^{2}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$, the bilinear form $B_{h}(\cdot, \cdot)$ defined in (2.22) is coercive. That is, for every sequence $V=\left\{v^{n}\right\}_{n=0}^{N}$ with $v^{n} \in V\left(\Omega_{t^{n}}\right)$

$$
B_{h}(V, V) \geq \beta_{2}\left|\|V \mid\|_{w}^{2}\right.
$$

for a certain constant $\beta_{2}>0$.
Proof. It can be easily shown that

$$
\begin{aligned}
& B_{h}(V, 4 V) \geq \frac{1}{T}\left(\left\|v^{N}\right\|_{L^{2}\left(\Omega^{N}\right)}^{2}+\sum_{n=0}^{N-1}\left\|\delta^{2} v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right) \\
& +\sum_{n=0}^{N-1} 4 \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}+\sum_{n=0}^{N-1} 4 \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2} \\
& +\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}(\nabla \cdot \boldsymbol{w}(s))\left(v^{n}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s+\int_{t^{n}}^{t^{n+1}} \int_{\Omega_{s}}(\nabla \cdot \boldsymbol{w}(s))\left(2 v^{n}-v^{n-1}\right)^{2} \mathrm{~d} \Omega \mathrm{~d} s .
\end{aligned}
$$

Manipulating the mesh velocity as for the $\mathrm{BDF} 2-\mathrm{BDF} 2_{\delta t}$ formulation (see Theorem 3.6) and applying the Gronwall Lemma we obtain the desired result. $\square$

Stability is now straightforward from Theorem 4.12 and Lemma 3.2:
COROLLARY 4.13 (Stability). There exists $\delta t_{\mathrm{cr}}^{2}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$, the sequence $U_{h}$, solution of problem (2.17)-(2.22)-(2.14), is bounded as follows:

$$
\left\|U_{h}\right\|\left\|_{w}^{2} \leq C \sum_{n=0}^{N-1} \frac{\delta t}{\nu}\right\| f^{n+1} \|_{H^{-1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

This stability result can be considered weak. However, we will see that this result is enough in order to obtain error estimates without constants depending on the Péclet number (except, of course, in the dependence of the continuous solution with this number), the original motivation of stabilization methods for convection-diffusion problems.

Let us obtain now error estimates for the BDF2-BDF2-OSS $\delta t, h$ formulation. We start with an auxiliary lemma that will be useful in the following:

Lemma 4.14. Let $X=\left\{x^{n}\right\}_{n=0}^{N}$ and $V=\left\{v^{n}\right\}_{n=0}^{N}$ be two sequences of functions such that $x^{n}, v^{n} \in H^{p+1}\left(\Omega_{t^{n}}\right)$. Then, the bilinear form (2.22) satisfies the following bound:

$$
\begin{aligned}
B_{h}\left(X, \Pi_{h}^{\perp}(V)\right) \leq & C\left(\|X\|\left\|_{w}^{2}+\sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| \Pi_{h}^{\perp}\left(x^{n+1}\right) \|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(h^{2(p+1)} \sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|v^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Proof. From (2.22) we have that

$$
\begin{aligned}
B_{h}\left(X, \Pi_{h}^{\perp}(V)\right)= & \sum_{n=0}^{N-1} b_{h}\left(\boldsymbol{w}^{n+1} ; x^{n+1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& +\sum_{n=1}^{N-1} \frac{1}{2 T}\left(3 x^{n+1}-4 x^{n}+x^{n-1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& +\frac{1}{T}\left(x^{1}-x^{0}, \Pi_{h}^{\perp}\left(v^{1}\right)\right)_{\Omega_{t^{1}}}+\frac{1}{T}\left(x^{0}, \Pi_{h}^{\perp}\left(v^{0}\right)\right)_{\Omega_{0}}
\end{aligned}
$$

where

$$
\begin{aligned}
& \sum_{n=0}^{N-1} b_{h}\left(\boldsymbol{w}^{n+1} ; x^{n+1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& =\sum_{n=0}^{N-1} \delta t\left[\nu\left(\nabla x^{n+1}, \nabla \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}}+\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}}\right. \\
& \left.\quad+\tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}}\right]
\end{aligned}
$$

Now we have to bound every term of the right hand side in order to complete the proof. We
start with the first term:

$$
\begin{aligned}
& \sum_{n=0}^{N-1} \delta t \nu\left(\nabla x^{n+1}, \nabla\left(\Pi_{h}^{\perp}\left(v^{n+1}\right)\right)\right)_{\Omega_{t^{n+1}}} \\
& \quad \leq\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla x^{n+1}\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla \Pi_{h}^{\perp}\left(v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

The second term in the right-hand side can be bounded as

$$
\begin{aligned}
& \sum_{n=0}^{N-1} \delta t\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
& \leq\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(\sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\Pi_{h}^{\perp}\left(v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

and the third term as

$$
\begin{aligned}
\sum_{n=0}^{N-1} \delta t \tau^{n+1} & \left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}} \\
\leq & \left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla x^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

The term related to the time derivative is bounded after recalling assumption (2.21) for the stabilization parameter $\tau^{n+1}$ :

$$
\begin{aligned}
& \sum_{n=1}^{N-1} \frac{1}{T}\left(3 x^{n+1}-4 x^{n}+x^{n-1}, \Pi_{h}^{\perp}\left(v^{n+1}\right)\right)_{\Omega_{t^{n+1}}}+\frac{1}{T}\left(x^{1}-x^{0}, \Pi_{h}^{\perp}\left(v^{1}\right)\right)_{\Omega_{t^{1}}} \\
&+\frac{1}{T}\left(x^{0}, \Pi_{h}^{\perp}\left(v^{0}\right)\right)_{\Omega_{0}} \leq C\left(\sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\Pi_{h}^{\perp}\left(x^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}\right)^{\frac{1}{2}} \\
& \times\left(\sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\Pi_{h}^{\perp}\left(v^{n+1}\right)\right\|_{L^{2}\left(\Omega_{t^{n+1}}\right)}\right)^{\frac{1}{2}}
\end{aligned}
$$

We now have to use (4.4) of Lemma 4.1 and the expression (2.20) of the stabilization parameter $\tau^{n+1}$ to conclude the proof. $\square$

To obtain the error estimate, we also need to invoke the coercivity of $B_{h}(\cdot, \cdot)$, which leads to

$$
B_{h}\left(E_{d}, E_{d}\right) \geq \beta_{2}\| \| E_{d}\| \|_{w}^{2}
$$

Subtracting the equation for the semi-discrete velocity and the discrete velocity we get

$$
\begin{aligned}
B_{h}\left(E_{d}, V_{h}\right) & =: \epsilon_{c}\left(V_{h}\right) \\
& =-\sum_{n=0}^{N-1} \delta t \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla u^{n+1}\right),\left(\boldsymbol{a}-\boldsymbol{w}^{n+1}\right) \cdot \nabla v_{h}^{n+1}\right)_{\Omega_{t^{n+1}}}
\end{aligned}
$$

Using the previous equation we can obtain

$$
B_{h}\left(E_{d}, E_{d}\right)=B_{h}\left(E_{d}, \Pi_{h}(U)-U\right)+\epsilon_{c}\left(U_{h}-\Pi_{h}(U)\right)
$$

The first term is due to the interpolation error, whereas the second one is the consistency error. In the following lemma we obtain a bound for the interpolation error:

LEMMA 4.15 (Interpolation error). The following inequality holds:

$$
\begin{aligned}
B_{h}\left(E_{d}, \Pi_{h}^{\perp}(U)\right) \leq & C\left(\left\|E_{d}\right\|\left\|_{w}^{2}+h^{2(p+1)} \sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| u^{n+1} \|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(h^{2(p+1)} \sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right.
\end{aligned}
$$

Proof. Invoking lemma 4.14 and using the fact that $\Pi_{h}(U)-U=-\Pi_{h}^{\perp}(U)$ and $\Pi_{h}^{\perp}\left(E_{d}\right)=-\Pi_{h}^{\perp}(U)$, we immediately get the result.

In order to bound the consistency error we follow again the technique developed in Lemma 4.10. The only difference between these two cases is the term associated to the time derivative, which does not affect essentially the proof:

Lemma 4.16 (Consistency error). The following inequality holds:

$$
\begin{aligned}
\epsilon_{c}\left(U_{h}-\Pi_{h}(U)\right) \leq & C\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(\left\|\mid E_{d}\right\|\left\|_{w}^{2}+h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| u^{n+1} \|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Again, we end with the desired convergence result, which is straight from Lemma 4.16 for the bound of the consistency error, Lemma 4.15 for the bound of the interpolation error and Theorem 4.12, that gives coercivity of the bilinear form:

THEOREM 4.17 (Convergence). There exist $\delta t_{\mathrm{cr}}^{2}$ such that, for $0<\delta t<\delta t_{\mathrm{cr}}^{2}$, the sequence of errors $E_{d}=U_{h}-U$ satisfies the following error estimate

$$
\left\|\mid E_{d}\right\|_{w}^{2} \leq C h^{2(p+1)} \sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}\left(\Omega_{t^{n+1}}\right)}^{2}
$$

This error estimate is optimal.
From this analysis, we can easily obtain stability and convergence results when the domain is fixed, that is, when the mesh velocity vanishes.
4.3. Analysis of BDF2-OSS ${ }_{\delta t, h}$. The previous results are new even for fixed domains. The OSS stabilization method was analyzed in [11] using the backward Euler time integration. It can be easily seen that for fixed domains, i.e. when $\boldsymbol{w}^{n+1}=\mathbf{0}$, there is no critical time step size, the method becoming unconditionally stable. In this case, the problem to be solved reads as follows: find a sequence of finite element functions $U_{h}$ such that

$$
\begin{equation*}
B_{h}\left(U_{h}, V_{h}\right)=L\left(V_{h}\right) \tag{4.17}
\end{equation*}
$$

with the bilinear form

$$
\begin{align*}
B_{h}\left(U_{h}, V_{h}\right)= & \sum_{n=1}^{N-1}\left[\frac{1}{2 T}\left(3 u_{h}^{n+1}-4 u_{h}^{n}+u_{h}^{n-1}, v_{h}^{n+1}\right)+b_{h}\left(u_{h}^{n+1}, v_{h}^{n+1}\right)\right] \\
& +\frac{1}{T}\left(u_{h}^{1}-u_{h}^{0}, v_{h}^{1}\right)+b_{h}\left(u_{h}^{1}, v_{h}^{1}\right)+\frac{1}{T}\left(u_{h}^{0}, v_{h}^{0}\right) \tag{4.18}
\end{align*}
$$

where now $b_{h}\left(u_{h}^{n+1}, v_{h}^{n+1}\right)$ denotes $b_{h}\left(\mathbf{0} ; u_{h}^{n+1}, v_{h}^{n+1}\right)$, with $b_{h}\left(\boldsymbol{w}^{n+1} ; u_{h}^{n+1}, v_{h}^{n+1}\right)$ defined in (2.19). The right-hand side linear form is given again by (2.14).

In this case two different sets of results are obtained. The first one with the weak norm $\left\|\|\cdot \mid\|_{w}\right.$, and the second one with the strong norm $\|\|\cdot\| \|_{s}$. The main difference is that in the second norm, $B_{h}(\cdot, \cdot)$, looses coercivity. This complicates the analysis.

We state the results with the norm $\|\|\cdot\|\|_{w}$ in the following corollaries. Their proofs are straightforward from the previous analysis.

Corollary 4.18 (Stability). The sequence $U_{h}$ solution of problem (4.17) is bounded as follows:

$$
\left\|U_{h}\right\|\left\|_{w}^{2} \leq C \sum_{n=0}^{N-1} \frac{\delta t}{\nu}\right\| f^{n+1} \|_{H^{-1}(\Omega)}^{2}
$$

for all $\delta t>0$.
Again, we denote by $U=\left\{u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$ the sequence of solutions of the second order semi-discrete problem (in time) (2.9)-(2.13)-(2.14), now with $\Omega_{t} \equiv \Omega$.

Corollary 4.19 (Convergence). The error sequence $E_{d}=U_{h}-U$ satisfies the following error estimate:

$$
\left\|\mid E_{d}\right\|_{w}^{2} \leq C h^{2(p+1)} \sum_{n=-1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2},
$$

for all $\delta t>0$.
The remaining of this section is devoted to improve these stability and convergence estimates. The improvement consists in obtaining estimates in the stronger norm $\|\|\cdot\|\|_{s}$. This is possible for fixed domains, but we have not been able to obtain similar estimates as those presented next for moving domains. Nevertheless, some additional assumptions will be required. We will also remark the aspects that make the analysis of the BDF2-OSS $\delta_{\delta, h}$ method much more involved than that of the $\mathrm{BDF} 1-\mathrm{OSS}_{\delta t, h}$ formulation.

Let us introduce some new notation. We modify the bilinear form as follows:

$$
\begin{align*}
B_{h}^{*}\left(U_{h}, V_{h}\right)= & \sum_{n=0}^{N-1} b_{h}\left(u_{h}^{n+1}, v_{h}^{n+1}\right)+\sum_{n=1}^{N-1} \frac{1}{2 T}\left(3 u_{h}^{n+1}-4 u_{h}^{n}+u_{h}^{n-1}, v_{h}^{n+1}\right) \\
& +\frac{1}{T}\left(u_{h}^{1}-u_{h}^{0}, v_{h}^{1}\right)+\frac{1}{T}\left(u_{h}^{0}, v_{h}^{0}\right)+\frac{1}{T \delta t}\left(u_{h}^{-1}, v_{h}^{-1}\right) \tag{4.19}
\end{align*}
$$

and the right-hand-side linear form to:

$$
\begin{equation*}
L^{*}\left(V_{h}\right)=\sum_{n=0}^{N-1} \delta t\left\langle f^{n+1}, v_{h}^{n+1}\right\rangle+\frac{1}{T}\left(u_{0}, v_{h}^{0}\right)+\frac{1}{T \delta t}\left(u_{1, h}-\Pi_{h}\left(u_{0}\right), v_{h}^{-1}\right) \tag{4.20}
\end{equation*}
$$

where $u_{0}$ is obviously the initial condition and $u_{1, h}$ is the solution at the first time step obtained with the scheme used to initialize the BDF2 scheme. For example, the BDF1 scheme can be used, and this is precisely what is assumed in the expression of $B_{h}^{*}(\cdot, \cdot)$. Note that now the sequences of finite element functions start at $n=-1$.

It is easily checked that the solution of the equation (2.9) with the bilinear form (2.12) is equivalent to

$$
B_{h}^{*}\left(U_{h}, V_{h}\right)=L^{*}\left(V_{h}\right)
$$

Observe that this problem yields $u_{h}^{-1}=u_{1, h}-\Pi_{h}\left(u_{0}\right), u_{h}^{0}=\Pi_{h}\left(u_{0}\right)$ and $u_{h}^{1}=u_{1, h}$. The rest of the terms of the sequence of unknowns $U=\left\{u_{h}^{-1}, u_{h}^{0}, u_{h}^{2}, . ., u_{h}^{N}\right\}$ is the same as the solution of problem (4.17).

Let us introduce some additional ingredients. Given a sequence

$$
V=\left\{v^{-1}, v^{0}, v^{1}, v^{2}, \ldots, v^{N}\right\}
$$

we define

$$
\begin{aligned}
d^{1, *}(V) & =\left\{0,0,0, \delta v^{2}, \delta v^{3}, \ldots, \delta v^{N-1}, \delta v^{N}\right\} \\
d^{2, *}(V) & =\left\{0,0,-\delta v^{2},-\delta^{2} v^{2},-\delta^{2} v^{3}, \ldots,-\delta^{2} v^{N}, \delta v^{N}\right\}
\end{aligned}
$$

These operators on sequences have the following property: for all sequences $X=\left\{x^{n}\right\}_{n=-1}^{N}$ it holds that

$$
\begin{align*}
B_{h}^{*}\left(X, d^{2, *}(V)\right)= & \sum_{n=1}^{N-1} b_{h}\left(\delta x^{n+1}, \delta v^{n+1}\right)+\sum_{n=2}^{N-1} \frac{1}{2 T}\left(3 \delta x^{n+1}-4 \delta x^{n}+\delta x^{n-1}, \delta v^{n+1}\right) \\
& +\frac{3}{2 T}\left(\delta x^{2}-\delta x^{1}, \delta v^{2}\right) \\
= & B_{h}^{*}\left(d^{1, *}(X), d^{1, *}(V)\right)+\frac{1}{2 T}\left(\delta x^{1}, \delta v^{3}-3 \delta v^{2}\right) \tag{4.21}
\end{align*}
$$

REMARK 4.3. The previous property is not satisfied for moving domains due to the fact that the convective velocity changes at every time step. It introduces an extra term $b_{h}\left(\delta \boldsymbol{w}^{n+1} ; u^{n}, \delta v^{n+1}\right)_{\Omega_{t^{n+1}}}$ that can not be bounded as required in the following analysis.

In the next theorem we obtain $\Lambda$-coercivity for the norm $\|\|\cdot\|\|_{s}$.
THEOREM 4.20 ( $\Lambda$-coercivity). Let $V=\left\{v^{n}\right\}_{n=-1}^{N}$ be a sequence of functions such that $v^{n} \in \mathcal{V}(\Omega), n=0,1, \ldots, N$, and $v^{-1}=v^{1}-v^{0}$, and consider the operator

$$
\Lambda(V)=V+\left\{0,0, \frac{1}{4}\left\{\tau^{n+1} \Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\}_{0}^{N-1}\right\}+\delta t^{-1} d^{2, *}(V)
$$

Then, the bilinear form $B_{h}^{*}(\cdot, \cdot)$ is $\Lambda$-coercive. In particular, the following inequality holds:

$$
B_{h}^{*}(V, \Lambda(V)) \geq \beta_{2}\left(\|V \mid\|_{s}^{2}+\delta t^{-1}\| \| d^{1, *}(V)\| \|_{w}^{2}+\frac{1}{T \delta t}\left\|v^{-1}\right\|_{L^{2}(\Omega)}^{2}\right)
$$

for a certain constant $\beta_{2}>0$.
Proof. It can be easily shown that

$$
\begin{aligned}
B_{h}^{*}(V, 4 V)= & \sum_{n=0}^{N-1} 4 b_{h}\left(v^{n+1}, v^{n+1}\right)+\sum_{n=2}^{N-1} \frac{4}{2 T}\left(3 v^{n+1}-4 v^{n}+v^{n-1}, v^{n+1}\right) \\
& +\frac{4}{T}\left(v^{1}-v^{0}, v^{1}\right)+\frac{4}{T}\left(v^{0}, v^{0}\right)+\frac{4}{T \delta t}\left(v^{-1}, v^{-1}\right) \\
\geq & \sum_{n=0}^{N-1} 4\left[\delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}(\Omega)}^{2}+\delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\|_{L^{2}(\Omega)}^{2}\right] \\
+ & \frac{1}{T}\left[\left\|v^{N+1}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=1}^{N-1}\left\|\delta^{2} v^{n+1}\right\|_{L^{2}(\Omega)}^{2}+2\left\|v^{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{4}{\delta t}\left\|v^{-1}\right\|_{L^{2}(\Omega)}^{2}\right]
\end{aligned}
$$

In order to obtain stability for the component of the convective term in the finite element space, we use as test function the sequence $\left\{0,0,\left\{\tau^{n+1} \Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\}_{0}^{N-1}\right\}=: \Pi_{0}(\tau, V)$, that is starting with 0 in the component -1 and 0 . Exactly as in the proof of Theorem 4.5 , we now obtain:

$$
\begin{align*}
& B_{h}^{*}\left(V, \Pi_{0}(\tau, V)\right) \geq \sum_{n=0}^{N-1} \phi^{n+1} \delta t \tau^{n+1}\left\|\Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \quad-\sum_{n=0}^{N-1}\left[\delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}(\Omega)}^{2}+\delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\|_{L^{2}(\Omega)}^{2}\right] \\
& \quad-\sum_{n=1}^{N-1} \frac{1}{4 T}\left\|3 v^{n+1}-4 v^{n}+v^{n-1}\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{T}\left\|v^{1}-v^{0}\right\|_{L^{2}(\Omega)}^{2} \tag{4.22}
\end{align*}
$$

with the expression of $\phi^{n+1}$ given in (4.8). We do not have control over the term related to the time derivative, needing a further step. We use now as test function $d^{2, *}(V)$. From the first step in (4.21) it follows that

$$
\begin{align*}
\delta t^{-1} B_{h}^{*}\left(V, 4 d^{2, *}(V)\right) & \geq \delta t^{-1}\left\|d^{1, *}(V)\right\|\left\|_{w}^{2}-\frac{3}{T \delta t}\right\| \delta v^{1} \|_{L^{2}(\Omega)}^{2} \\
& =\delta t^{-1}\left|\left\|d^{1, *}(V)\right\|\right|_{w}^{2}-\frac{3}{T \delta t}\left\|v^{-1}\right\|_{L^{2}(\Omega)}^{2} \tag{4.23}
\end{align*}
$$

Combining the previous inequalities and invoking the Gronwall lemma (without any assumption over the time step size) we can conclude the proof of the theorem. $\square$

REMARK 4.4. In equation (4.22) we do not have control over the term associated to the time derivative. It makes the analysis for the second order method more intricate than for the first order one, for which the time derivative term is easily controlled (see (4.7)). The control of this term has motivated the introduction of $d^{2, *}(V)$ in the test sequence used.

In order to obtain stability it remains to prove some kind of continuity with respect to the operator $\Lambda$. This is what the next theorem states:

THEOREM 4.21 ( $\Lambda$-continuity). The following inequality holds:

$$
\begin{aligned}
& L^{*}(\Lambda(V)) \\
& \leq\left(\sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}+\sum_{n=1}^{N-1} \frac{\delta t^{2}}{\nu}\left\|D_{1} f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}\right. \\
& \left.\quad+\frac{1}{T}\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{\delta t}{T}\left\|\frac{u_{1, h}-\Pi_{h}\left(u_{0}\right)}{\delta t}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(\|\mid V\|\left\|_{s}^{2}+\delta t^{-1}\right\|\left\|d^{1, *}(V)\right\|\left\|_{w}^{2}+\frac{1}{T}\right\| v^{0}\left\|_{L^{2}(\Omega)}^{2}+\frac{1}{T \delta t}\right\| v^{-1} \|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Proof. The following inequalities can be easily obtained:

$$
\begin{gathered}
L^{*}(V) \leq\left(\sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}+\frac{1}{T}\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{\delta t}{T}\left\|\frac{u_{1, h}-\Pi_{h}\left(u_{0}\right)}{\delta t}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
\times\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\nabla v^{n+1}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{T}\left\|v^{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{T \delta t}\left\|v^{-1}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
L^{*}\left(\delta t^{-1} d^{2, *}(V)\right) \leq\left(\sum_{n=1}^{N-1} \frac{\delta t^{2}}{\nu}\left\|D_{1} f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}\right)^{\frac{1}{2}}\left(\sum_{n=1}^{N-1} \delta t^{2} \nu\left\|D_{1} v^{n+1}\right\|_{H^{1}(\Omega)}^{2}\right)^{\frac{1}{2}}, \\
L^{*}\left(\Pi_{0}(\tau, V)\right) \leq\left(\sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
\times\left(\sum_{n=0}^{N-1} \delta t \nu\left\|\tau^{n+1} \nabla\left(\Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right)\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}
\end{gathered}
$$

and

$$
\begin{aligned}
\nu\left\|\tau^{n+1} \nabla\left(\Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right)\right\|_{L^{2}(\Omega)}^{2} & \leq \frac{C_{\mathrm{inv}}^{2} \nu}{h^{2}}\left(\tau^{n+1}\right)^{2}\left\|\Pi_{h}\left(\boldsymbol{a} \cdot \nabla v^{n+1}\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \leq C \tau^{n+1}\left\|\boldsymbol{a} \cdot \nabla v^{n+1}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

From all these inequalities the theorem follows easily. $\square$
The two previous theorems lead to the following stability result:
Corollary 4.22 (Stability II). The sequence $U_{h}$, solution of problem (4.17), is bounded as follows:

$$
\begin{aligned}
\left\|\left\|U_{h}\right\|\right\|_{s}^{2}+ & \delta t^{-1}\| \| d^{1, *} U_{h}\| \|_{w}^{2} \\
& \leq C\left(\sum_{n=0}^{N-1} \frac{\delta t}{\nu}\left\|f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}+\sum_{n=1}^{N-1} \frac{\delta t^{2}}{\nu}\left\|D_{1} f^{n+1}\right\|_{H^{-1}(\Omega)}^{2}\right. \\
& \left.+\frac{1}{T}\left\|u^{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{\delta t}{T}\left\|\frac{u_{1, h}-\Pi_{h}\left(u_{0}\right)}{\delta t}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{aligned}
$$

for all $\delta t>0$.
Obviously, this stability bounds makes sense if the initialization is such that the last term on the right-hand-side is bounded. Using for example the backward Euler scheme, this poses a mild condition on $\delta t$ and $h$. In particular, if $h^{p+1} \leq C \delta t$, it is easy to show that this last term is bounded.

The final result we obtain is an error estimate in the strong norm $\|\|\cdot\|\|_{s}$. At this point we introduce the sequence $U=\left\{u_{h}^{-1}, u^{0}, u^{1}, u^{2}, \ldots, u^{N}\right\}$, that consists of the sequence of solutions of the semi-discrete problem (2.9)-(2.11) supplemented with $u_{h}^{-1}$ at $n=-1$. It can be easily checked that this sequence satisfies

$$
B_{h}^{*}(U, V)=L^{*}(V)-\epsilon_{c}(V) .
$$

Thus, $E_{d}:=U_{h}-U=\left\{0, u_{h}^{0}-u^{0}, u_{h}^{1}-u^{1}, \ldots, u_{h}^{N}-u^{N}\right\}$ satisfies

$$
B_{h}^{*}\left(E_{d}, V_{h}\right)=\epsilon_{c}\left(V_{h}\right) .
$$

We point out that for fixed domains the critical time step size does not appear anymore due to the fact that $\boldsymbol{w}=\mathbf{0}$. The method is unconditionally stable, as expected.

We stress the fact that $e_{d}^{-1} \neq e_{d}^{1}-e_{d}^{0}$, and therefore $E_{d}$ does not verify the statement of Theorem 4.20. The only place where the fact that $v^{-1}=v^{1}-v^{0}$ is used is in (4.23). When the test sequence does not satisfy the assumption $v^{-1}=v^{1}-v^{0}$ of Theorem 4.20, we have to modify the $\Lambda$-coercivity proved in this theorem as follows:

$$
\begin{equation*}
\frac{4}{T \delta t}\left\|\delta e_{d}^{1}\right\|_{L^{2}(\Omega)}^{2}+B_{h}^{*}\left(E_{d}, \Lambda\left(E_{d}\right)\right) \geq \beta_{2}\left(\left\|E_{d}\right\|_{s}^{2}+\delta t^{-1}\| \| d^{1, *}\left(E_{d}\right)\| \|_{w}^{2}\right) . \tag{4.24}
\end{equation*}
$$

With the expression of $\Lambda(\cdot)$ given in Theorem 4.20 we arrive to

$$
\begin{align*}
B_{h}^{*}\left(E_{d}, \Lambda\left(E_{d}\right)\right)= & B_{h}^{*}\left(E_{d}, E_{d}\right)+\frac{1}{4} \epsilon_{c}\left(\Pi_{0}\left(\tau, E_{d}\right)\right)+\delta t^{-1} B_{h}^{*}\left(E_{d}, d^{2, *} E_{d}\right) \\
= & B_{h}^{*}\left(E_{d}, \Pi_{h}(U)-U\right)+\epsilon_{c}\left(U_{h}-\Pi_{h}(U)\right)+\frac{1}{4} \epsilon_{c}\left(\Pi_{0}\left(\tau, E_{d}\right)\right) \\
& +\delta t^{-1} B_{h}^{*}\left(E_{d}, d^{2, *}\left(\Pi_{h}(U)-U\right)\right)+\delta t^{-1} \epsilon_{c}\left(d^{2, *}\left(U_{h}-\Pi_{h}(U)\right)\right) \tag{4.25}
\end{align*}
$$

Again, we group the different terms as interpolation and consistency errors and bound them separately in the next lemmas.

Lemma 4.23 (Interpolation error). The following inequality holds:

$$
\begin{aligned}
& B_{h}\left(E_{d}, \Pi_{h}^{\perp}(U)\right)+\delta t^{-1} B_{h}^{*}\left(E_{d}, d^{2, *}\left(\Pi_{h}^{\perp}(U)\right)\right. \\
& \leq \\
& \quad\left(\left\|E_{d}\right\|\left\|_{w}^{2}+\delta t^{-1}\right\| d^{1, *}\left(E_{d}\right)\| \|_{w}^{2}\right. \\
& \left.\quad+h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left(\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}+\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)\right)^{\frac{1}{2}} \\
& \quad \times\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left(\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}+\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

Proof. The bound for the first term of the left-hand side of the inequality is easily obtained from the proof of Lemma 4.15, since $e_{d}^{-1}=0$. For the second term we use property (4.21) and again the fact that $e_{d}^{-1}=0$, getting

$$
\begin{aligned}
& B_{h}^{*}\left(E_{d}, d^{2, *}\left(\Pi_{h}^{\perp}(U)\right)\right) \\
& =B_{h}\left(d^{1, *}\left(E_{d}\right), d^{1, *}\left(\Pi_{h}^{\perp}(U)\right)\right)-\frac{1}{2 T}\left(\delta e_{d}^{1}, \delta\left(\Pi_{h}\left(u^{3}\right)-3 \Pi_{h}\left(u^{2}\right)\right)\right)
\end{aligned}
$$

Note that when we write $B_{h}\left(d^{1, *}\left(E_{d}\right), d^{1, *}\left(\Pi_{h}^{\perp}(U)\right)\right)$ we eliminate the element -1 of the sequences to apply the bilinear form $B_{h}(\cdot, \cdot)$.

Using Lemma 4.14 we get

$$
\begin{aligned}
& \delta t^{-1} B_{h}\left(d^{1, *}\left(E_{d}\right), d^{1, *}\left(\Pi_{h}^{\perp}(U)\right)\right) \\
& \leq C\left(\delta t^{-1} \mid\left\|d^{1, *} E_{d}\right\|\left\|_{w}^{2}+h^{2(p+1)} \sum_{n=1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\right\| \sqrt{\delta t} D_{1} u^{n+1} \|_{H^{p+1}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
& \quad \times\left(h^{2(p+1)} \sum_{n=1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Exploiting the fact that $\Pi_{h}^{\perp}\left(e_{d}^{1}\right)=\Pi_{h}\left(u^{1}\right)-u^{1}$ we can easily get that

$$
\begin{aligned}
& \frac{1}{2 T \delta t}\left(\delta e_{d}^{1}, \delta\left(\Pi_{h}\left(u^{3}\right)-3 \Pi_{h}\left(u^{2}\right)\right)\right) \\
& \leq C h^{2(p+1)} \sum_{n=0}^{2} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}
\end{aligned}
$$

## The proof is concluded. $\square$

Lemma 4.24 (Consistency error). The following inequality holds:

$$
\begin{aligned}
& \epsilon_{c}\left(U_{h}-\Pi_{h}(U)+\frac{1}{4} \Pi_{0}\left(\tau, E_{d}\right)+\delta t^{-1} d^{2, *}\left(U_{h}-\Pi_{h}(U)\right)\right) \\
& \leq C\left(h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left(\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}+\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)\right)^{\frac{1}{2}} \times \\
& \left(\left\|E_{d}\right\| \|_{w}^{2}+h^{2(p+1)} \sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left(\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}+\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

Proof. Due to the fact that $e_{d}^{-1}=0$ we can take profit from the bounds obtained in

Lemmas 4.10 and 4.16. The remaining term associated to $d^{2, *}(\cdot)$ can be bounded as follows:

$$
\begin{aligned}
\epsilon_{c}\left(\delta t^{-1} d^{2, *}\left(U_{h}-\Pi_{h}(U)\right)\right)= & \sum_{n=1}^{N-1} \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\boldsymbol{a} \cdot \nabla \delta u^{n+1}\right), \boldsymbol{a} \cdot \nabla \Pi_{h}^{\perp}\left(\delta u^{n+1}\right)\right) \\
= & \sum_{n=1}^{N-1} \tau^{n+1}\left(\Pi_{h}^{\perp}\left(\lambda\left(\delta u^{n+1}\right)\right), \boldsymbol{a} \cdot \nabla \Pi_{h}^{\perp}\left(\delta u^{n+1}\right)\right) \\
\leq & C\left(\sum_{n=1}^{N-1} \delta t \tau^{n+1}\left\|\Pi_{h}^{\perp}\left(\sqrt{\delta t} \lambda\left(D_{1} u^{n+1}\right)\right)\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \\
& \times\left(h^{2(p+1)} \sum_{n=1}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

with $\lambda(\cdot)$ introduced in Lemma 4.10. The term related to $\lambda\left(D_{1} u^{n+1}\right)$ can be easily bounded from the expression of $\tau^{n+1}$, assumption (2.19) and the interpolation error estimate (4.3), as pointed out in Lemma 4.10.]

We end with the convergence result of the method in the norm $\|\|\cdot\|\|_{s}$ :
THEOREM 4.25 (Convergence II). The sequence of errors $E_{d}=U_{h}-U$ satisfies the following error estimate:

$$
\begin{align*}
\left\|\left\|E_{d}\right\|\right\|_{s}^{2} \leq & C h^{2(p+1)}\left[\sum_{n=0}^{N-1} \delta t\left(\tau^{n+1}\right)^{-1}\left(\left\|u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}+\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}\right)\right. \\
& \left.+\left(\tau^{1}\right)^{-1}\left\|u^{1}\right\|_{H^{p+1}(\Omega)}+\left(\tau^{1}\right)^{-1}\left\|u^{0}\right\|_{H^{p+1}(\Omega)}\right] \tag{4.26}
\end{align*}
$$

for all $\delta t>0$.
Proof. Using Lemma 4.23 and Lemma 4.24 in expressions (4.24) and (4.25), we can easily get the desired bound for $\left\|\left\|E_{d}\right\|\right\|_{s}^{2}$ in terms of $\frac{4}{T \delta t}\left\|\delta e_{d}^{1}\right\|_{L^{2}(\Omega)}^{2}$. Using as initialization the backward Euler scheme and the convergence result of Theorem 4.11 for the semidiscrete problem, it follows that

$$
\begin{aligned}
\frac{1}{T \delta t}\left\|\delta e_{d}^{1}\right\|_{L^{2}(\Omega)}^{2} & \leq \frac{C}{T \delta t}\left(\left\|e_{d}^{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|u^{0}-\Pi_{h}\left(u^{0}\right)\right\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq C\left(\tau^{1}\right)^{-1} h^{2(p+1)}\left(\left\|u^{1}\right\|_{H^{p+1}(\Omega)}+\left\|u^{0}\right\|_{H^{p+1}(\Omega)}\right)
\end{aligned}
$$

from which we obtain the desired result. $\square$
REMARK 4.5. From (4.26) it is seen that we need $\left\{\sqrt{\delta t} D_{1} u^{n+1}\right\}$ bounded in the norm of $\ell^{2}\left(H^{p+1}(\Omega)\right)$. This can be understood as additional regularity on the data or as an additional assumption on the asymptotic behavior of the time step size in terms of $h$. From the semidiscrete equation, it is immediate to bound $\left\|D_{1} u^{n+1}\right\|_{H^{q}(\Omega)}$ in terms of the $H^{q}(\Omega)$-norm of the rest of the terms of the equation. In particular, the viscous term implies that the $H^{q}(\Omega)$-norm of $D_{1} u^{n+1}$ can be bounded in terms of the $H^{q+2}(\Omega)$-norm of $u^{n+1}$. If only the $H^{p+1}(\Omega)$ norm of $u^{n+1}$ is bounded, we have to take $q=p-1$, and thus $h^{2(p+1)}\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p+1}(\Omega)}^{2}$ has to be replaced by $h^{2(p-1)}\left\|\sqrt{\delta t} D_{1} u^{n+1}\right\|_{H^{p-1}(\Omega)}^{2}$, and therefore we need $\delta t \leq C h^{4}$ in order to maintain the optimal order of accuracy.
5. Conclusions. In this paper we have analyzed a stabilized finite element method to approximate the convection-diffusion equation on moving domains. The Orthogonal Subgrid Scale formulation has been used as stabilization technique and an ALE framework has been used in order to deal with moving domains.

In the first part of the paper we have analyzed the semi-discrete problem (in time). Two methods have been considered. A first order accurate method, where the time derivatives are computed using the BDF1 scheme, and a second order accurate method, where the BDF2 scheme has been used. In this analysis it is easy to identify the error introduced by the ALE formulation. The mesh velocity is computed as the time derivative of the mesh displacement. The numerical approximation of this time derivative is the only source of error introduced by the ALE formulation. As a conclusion, in order to keep the accuracy of a $k$-th order (in time) method on fixed domains, we must compute the mesh velocity using a time integration scheme of, at least, order $k$ of accuracy. The only negative aspect is that unconditional stable methods for fixed domains become conditionally stable.

In the second part of the paper we have analyzed a stabilized transient convectiondiffusion equation in an ALE framework. We have introduced the concept of $\Lambda$-coercivity that has been used for obtaining stability results and error estimates. It has been shown that the OSS method can be easily extended to transient problems. For the BDF1 time integration scheme we have stability of the convective term norm, as usual when using stabilization techniques. The analysis of BDF2 is more complicated. We only have control over the orthogonal projection of the convective term. However, optimal convergence results with constants that do not depend on the Péclet number can be proved. Finally, for fixed domains, we have been able to recover stronger stability and convergence involving the full norm of the convective term, but the analysis is much more involved and requires more regularity assumptions.
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