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## Summary

In this paper a numerical model for the analysis of coupled thermomechanical m ulti-body frictional cortact problems at finite deformations is presen ted. The $m$ ulti-body frictional cotact formulation is fully developed on the continuum setting and then a spatial (Galerkin projection) and temporal (time-stepping algorithm) discretization is applied. A contact pressure and temperature dependen thermal contact model has been used. A fractional step method arising from an operator split of the go verning equations has been used to solve the coupled nonlinear system of equations, leading to a staggered solution algorithm.
The numerical model has been implemented into an enhanced version of the computational finite elemen $t$ program FEAP : Numerical examples and simlation of industrial metal forming processes sho w the performance of the numerical model in the analysis of coupled thermomechanical frictional contact problems.

## 1. INTRODUCTION. MOTIVA TION AND GOALS

Numerical analysis of coupled thermomechanical frictional contact problems has been one of the research topics of main in terest over the last years. Coupled thermomechanical frictional contact problems arises in many application fields such as metal forming processes, crashworthiness and projectile impact, among others. In spite of importan t progresses achieved in the computational mechanics, the large scale numerical simulation of these topics continues to be now adays a very complex task due mainly nowadays a very complex task due mainly to the highly nonlinear nature of the problem, usually involving nonlinear kinematics, large deformations, large inelastic strains, nonlinear boundary conditions, frictional contact interaction, wear phenomena,large slips and coupled thermomec hanical effects. During the last decade, a growing interest on these and related topics, has been shown by man y industrial companies, suc $h$ as automotiv e and aeronautical, motated by the need to get high quality final products and to reduce man ufacturing costs.

Mathematically, the numerical analysis of frictional con tact problems amouts to finding the solution of an Initial Boundary V alue Problem (IBVP) within a constrained solution space. Consideration of the w eak form of momenum balance equations induces limitations on admissible v ariations in the tangent solution space, imposed the physical constraints, leading to variational inequalities (VI). See, for example, Kikuchi \& Oden (1988) and Duvaut \& Lions (1972). A regularization of the frictional con tact constraints, using for instance penalty or augmen ted Lagrangian methods, allows to bypass the need to find a solution within a constrained solution space and pro vides a very convenient displacemen tdriven frictional contact form ulation. The penalt y method has been used yo Oden \& Pires (1984), Cheng \& Kikuchi (1985), Hallquist, Goudreau \& Benson (1985), Simo, Wriggers \& Taylor (1985), Curnier \& Alart (1988), Wriggers, Vu Van \& Stein (1990), Belytsc hko \& Neal (1991), Laursen (1992) and Laursen \& Simo $(1992,1993)$ among others. On the other hand, the augmen ted Lagrangian method has been used, for example, by Laursen (1992), Simo
\& Laursen (1992), Laursen \& Simo $(1992,1994)$ and Laursen \& Govindjee (1994). Furthermore, the displacement-driven form ulation of frictional contact problems, allows to widely exploit the framew ork developed for computational plasticit ySee, for example, Simo \& Hughes (1994) and Simo (1994), for an excellent presentation of current topics and last developmen ts in computational plasticit y. In particular, return mapping algorithms deroped for plasticity can be applied to integrate the frictional traction. Frictional return mapping algorithms ha ve been used by Giannak opoulos (1989), W riggersu Wan \& Stein (1990) and Laursen \& Simo (1993,1994), among others. Enhanced Coulomb frictional models, using a non-constant friction coefficient have been used, for example, by Wriggers (1987) and Ow en et al. (1995). Numerical models for coupled thermomechanical frictional contact problems have been used by Wriggers \& Miehe $(1992,1994)$ and Wriggers \& Za varise $(1993)$ among others. A fully nonlinear kinematics formulation of frictionless contact problems, including the derivation of the algorithmic con tact operators, was developed Wriggers \& Simo (1985) for 2D linear surface elements and by Parish (1989) for 3D linear surface elements. An extension to frictional con tact problems for 2D linear surface elemetts was provided by W riggers (1987). A general fully nonlinear kinematics formlation of m ulti-body frictional contact problems at finite strain was first developed on a continuum setting for 3D and 2D contact surfaces, by Laursen \& Simo (1993). A new frictional time integration algorithm for large slip $m$ ulti-body frictional contact problems at finite deformations has been recetly proposed by Agelet de Saracibar (1995a). An extension of the fully nonlinear kinematics form ulation to accourt for wear phenomena was given by Agelet de Saracibar \& Chiumenti (1995).

Coupled thermomechanical problems tipically in vlve different time scales associated with the mechanical and thermal fields. It is widely accepted that an effective numerical integration scheme for the full coupled thermomechanical problem should tak e adyntage of these different time scales. These considerations motivate the so-called staggered algorithms, whereb y the problem is partitioned in to several smaller sub-problems whlc are solved sequentially. This tec hnique is specially attractive since the large and generally non-symmetric system that results from a monolithic solution scheme is replaced by much smaller, t ypically symmetric, sub-systems. For thermomechanical problems the standard approac $h$ exploits a natural partitioning of the problem in a mechanical phase, with the temperature held constant, followed by a thermal phase at fixed configuration. As noted in Simo \& Miehe (1991) this class of staggered algorithms falls within the class of product formula algorithms arising from an operator split of the go verning evolution equations into an isothermal step follow ed by a heat-conduction step at fixed configuration. A recent analysis in Armero \& Simo (1992a, 1992b, 1993) sho ws that this isothermal split does not presere the contractivity property of the coupled problem of (nonlinear) thermoelasticity, leading to staggered schemes that are at best only conditionally stables. Armero \& Simo $(1992 a, 1992 \mathrm{~b}, 1993)$ proposed an alternative operator split, henceforth referred to as the isen tropic split, whereb y the problem is partitioned in to an isentropic mec hanical phase, with total emopy held constant, follow ed by a thermal phase at fixed configuration. It was shown by Armero \& Simo (1992a, 1992b, 1993) that such operator split leads to an unconditionally stable staggered algorithm, whic h preserves the crucial properties of the coupled problem.

The remaining of the paper is as follows. Section 2, deals with the $n$ umerical analysis of thermomechanical frictional contact problems. The m ulti-body frictional contact formalation proposed by Laursen \& Simo $(1993,1994)$, fully developed on a continuum setting, and extended by Agelet de Saracibar \& Chiumenti (1995) to accomodate wear phenomena, has been extended now to incorporate thermal effects within a fully coupled thermomedhanical analysis.

In Section 3, the discretization of the initial boundary value problem including thermomechanical frictional contact constraints is presented. The focuss has been placed on the time integration of the constrained frictional evolution problem. Two time integra-
tion algorithms are presen ted. First, the lower Badkward-Difference (BD) method, the Bac kw ard-Euler (BE) algorithm. Second, within the Implicit Runge-Kutta (IRK) methods, the generalized Projected Mid-Point (PMP) algorithm. This algorithm was first proposed, within a J2 plasticity context, by Simo (1994). See also Agelet de Saracibar (1995b). Both algorithms are amenable to exact linearization and the algorithmic frictional contact tangent operators are derived.

The thermomechanical frictional contact model has been implemented into an enhanced version of the computational finite element program FEAP developed by R.L. Taylor and J.C. Simo and described in Zienkiewicz \& Taylor (1991). Numerical examples and metal forming simulations are provided in Section 4. Finally some concluding remarks are included.

## 2. F ORMULATION OF THE COUPLED THERMOMECHANICAL MULTIBODY FRICTIONAL CONTACT PROBLEM

In this section we present the continuum form ulation of the coupled thermomedhanical m ulti-body frictional contact problem.

### 2.1 Notation

Let $2 \leq n_{\text {dim }} \leq 3$ be the space dimension and $I:=[0, T] \subset \mathbb{R}_{+}$the time interval of interest. Let the open sets $\Omega^{(1)} \subset \mathbb{R}^{n_{d i m}}$ and $\Omega^{(2)} \subset \mathbb{R}^{n_{d i m}}$ with smooth boundaries $\partial \Omega^{(1)}$ and $\partial \Omega^{(2)}$ and closures $\bar{\Omega}^{(1)}:=\Omega^{(1)} \cup \partial \Omega^{(1)}$ and $\bar{\Omega}^{(2)}:=\Omega^{(2)} \cup \partial \Omega^{(2)}$, be the reference placement of two continuum bodies $\mathcal{B}^{(1)}$ and $\mathcal{B}^{(2)}$, with material particles labeled $\boldsymbol{X} \in \bar{\Omega}^{(1)}$ and $\boldsymbol{Y} \in \bar{\Omega}^{(2)}$ respectively.

Denote by $\varphi^{(i)}: \bar{\Omega}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{\text {dim }}}$ the orientation preserving deformation map of the body $\mathcal{B}^{(i)}$, with material v elocities $V^{(i)}:=\partial_{t} \boldsymbol{\varphi}^{(i)}$, deformation gradients $\boldsymbol{F}^{(i)}:=D \varphi^{(i)}$ and absolute temperature $\Theta^{(i)}: \bar{\Omega}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}$. For each time $t \in I$, the mapping $t \in \mathbb{I} \mapsto \varphi_{t}^{(i)}:=\varphi^{(i)}(\cdot, t)$ represents a one-parameter family of configurations indexed by time $t$, which maps the reference placement of body $\mathcal{B}^{(i)}$ onto its current placemen $\mathcal{S}_{t}^{(i)}: \varphi_{t}^{(i)}\left(\mathcal{B}^{(i)}\right) \subset \mathbb{R}^{n_{d i m}}$.

W e will assume that no conact forces are present betw een the two bodies at the reference configuration. Subsequent configurations cause the two bodies to physically contact and produce interactive forces during some portion of $I=[0, T]$.

W e will denote as thecontact surface $\Gamma^{(i)} \subset \partial \Omega^{(i)}$ the part of the boundary of the body $\mathcal{B}^{(i)}$ such that all material poin ts where con tact will occur at an y time $\in \mathbb{I}$ are included. The curren t placemen t of the contact surface $\Gamma^{(i)}$ is given by $\gamma^{(i)}:=\varphi_{t}^{(i)}\left(\Gamma^{(i)}\right)$.

Attention will be focussed to material points on these surfaces denoted as $\boldsymbol{X} \in \Gamma^{(1)}$ and $\boldsymbol{Y} \in \Gamma^{(2)}$. Current placemen t of these particles is gien by $\boldsymbol{x}=\varphi_{t}^{(1)}(\boldsymbol{X}) \in \gamma^{(1)}$ and $\boldsymbol{y}=\varphi_{t}^{(2)}(\boldsymbol{Y}) \in \gamma^{(2)}$. See Figure 2.1 for an illustration of the notation to be used.
(A) Parametrization of the con tact surfaces Let $\mathcal{A}^{(i)} \subset \mathbb{R}^{n_{d i m}-1}$ be a parent domain for the contact surface of body $\mathcal{B}^{(i)}$. A parametrization of the contact surface for each body $\mathcal{B}^{(i)}$ is introduced by a family of (orien tation preserving) one-parameter mappings indexed by time, $\psi_{t}^{(i)}: \mathcal{A}^{(i)} \subset \mathbb{R}^{n_{d i m}-1} \rightarrow \mathbb{R}^{n d i m}$ such that $\Gamma^{(i)}:=\psi_{0}^{(i)}\left(\mathcal{A}^{(i)}\right)$ and $\gamma^{(i)}:=\psi_{t}^{(i)}\left(\mathcal{A}^{(i)}\right)$. Using the mapping composition rule, it also follows that $\boldsymbol{\psi}_{t}^{(i)}=\varphi_{t}^{(i)} \circ \boldsymbol{\psi}_{0}^{(i)}$.

In particular, for any material poin $t \boldsymbol{Y} \in \Gamma^{(2)}$ with curren t placemen $y \in \gamma^{(2)}$, there exist some poin $\mathrm{t} \boldsymbol{\xi} \in \mathcal{A}^{(2)}$ such that $\boldsymbol{Y}:=\boldsymbol{\psi}_{0}^{(2)}(\boldsymbol{\xi})$ and $\boldsymbol{y}:=\boldsymbol{\psi}_{t}^{(2)}(\boldsymbol{\xi})$. It will be assumed in what follows that these parametrizations have the required smoothness conditions. Figure 2.2 shows the parametrization map of reference and current placemen $t$ of a contact surface.


Figure 2.1. Schematic description of $t$ wo interacting bodies at reference and current placements. Reference and current placement of contact surfaces


Figure 2.2. Contact surfaces parametrization. P arametrization map of reference and curren $t$ placement of a contact surface

### 2.2 Frictional Cortact Constraints

Using a standard notation in con tact mec hanics we will assign to ehcpair of contact surfaces involved in the problem, the roles of slave and master surface. In particular, let $\Gamma^{(1)}$ be the slave surface and $\Gamma^{(2)}$ be the master surfac e Additionally, we will denote slave particles and master $p$ articlesto the material points of the slave and master surfaces, respectiv ely. With this notation in hand, we will require that any slave particle ma y not penetrate the master surface, at an y timet $\in \mathbb{I}$.

Although in the con tinuum setting the sla ve-master notation pla ys no role, in the discrete setting this choice becomes important.
(A) Closest-point projection of a slave particle onto a master surface. A ttention is focussed to any slave particle $\boldsymbol{X} \in \Gamma^{(1)}$ with curren t placemen $t \boldsymbol{x}:=\varphi_{t}^{(1)}(\boldsymbol{X}) \in \gamma^{(1)}$ and to the master surface $\Gamma^{(2)}$, with particles $\boldsymbol{Y} \in \Gamma^{(2)}$ and current placemen $\mathrm{t} \boldsymbol{y}:=\varphi_{t}^{(2)}(\boldsymbol{Y}) \in \gamma^{(2)}$.

Let $\overline{\boldsymbol{y}}(\boldsymbol{X}, t) \in \gamma^{(2)}$ be the closest-point projection of the current position of the slave particle $\boldsymbol{X}$ onto the current placemen t of the master surface $\Gamma^{(2)}$, defined as

$$
\begin{gather*}
\overline{\boldsymbol{Y}}(\boldsymbol{X}, t):=\arg \min _{Y \in \Gamma^{(2)}}\left\{\left\|\varphi_{t}^{(1)}(\boldsymbol{X})-\varphi_{t}^{(2)}(\boldsymbol{Y})\right\|\right\}  \tag{2.1}\\
\overline{\boldsymbol{y}}(\boldsymbol{X}, t):=\varphi_{t}^{(2)}(\overline{\boldsymbol{Y}}) \tag{2.2}
\end{gather*}
$$

The definition of the closest-poin $t$ projection allows us to define the distance bet any slave particle and the master surface at any time $t \in \mathbb{I}$.

Let $g_{N}(\boldsymbol{X}, t)$ be the gap function defined for an y slave particle $\boldsymbol{X} \in \Gamma^{(1)}$ and for any time $t \in \mathbb{I}$ as (min us) the distance of the current placemen $t$ of this particle to the current placemen t of the master surface $\gamma^{(2)}:=\varphi_{t}^{(2)}\left(\Gamma^{(2)}\right)$. Using the definition of the closest-poin t projection stated above, the gap function $g_{N}(\boldsymbol{X}, t)$ may be defined as

$$
\begin{equation*}
g_{N}(\boldsymbol{X}, t):=-\left[\varphi_{t}^{(1)}(\boldsymbol{X})-\varphi_{t}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right] \cdot \boldsymbol{\nu} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{\nu}: \gamma^{(2)} \rightarrow S^{2}$ is the unit outw ard normal field to the curren t placemen t of the master surface particularized at the closest-point projection $\overline{\boldsymbol{y}}(\boldsymbol{X}, t) \in \gamma^{(2)}$. Here $S^{2}$ denotes the unit sphere defined as

$$
\begin{equation*}
S^{2}:=\left\{\boldsymbol{\nu} \in \mathbb{R}^{n d i m}:\|\nu\|=1\right\} \tag{2.4}
\end{equation*}
$$

(B) Contact pressure. Let $\boldsymbol{P}^{(1)}(\boldsymbol{X}, t)$ be the first Piola-Kirchhoff stress tensor and $\boldsymbol{N}^{(1)}(\boldsymbol{X})$ the unit outw ard normal to the sla ve surface $\Gamma^{(1)}$ in the reference configuration. The nominal (Piola) frictional contact traction at $\boldsymbol{X} \in \Gamma^{(1)}$ is given as

$$
\begin{equation*}
\boldsymbol{t}^{(1)}(\boldsymbol{X}, t)=\boldsymbol{P}^{(1)}(\boldsymbol{X}, t) \cdot \boldsymbol{N}^{(1)}(\boldsymbol{X}) \tag{2.5}
\end{equation*}
$$

Additionally one defines the con tact pressuret $_{N}(\boldsymbol{X}, t)$ as minus the projection of the nominal frictional contact traction $\boldsymbol{t}^{(1)}$ onto the unit outw ard normal to the curren t placemenof the slave surface $\boldsymbol{n}^{(1)}(\boldsymbol{X}, t)$. Then w e can split the nominal frictional con tact as

$$
\begin{equation*}
\boldsymbol{t}^{(1)}(\boldsymbol{X}, t)=-t_{N}(\boldsymbol{X}, t) \boldsymbol{n}^{(1)}(\boldsymbol{X}, t)+\mathbb{P}_{n^{(1)}} \boldsymbol{t}^{(1)}(\boldsymbol{X}, t) \tag{2.6}
\end{equation*}
$$

where $\mathbb{P}_{n^{(1)}} \boldsymbol{t}^{(1)}$ is the projection of $\boldsymbol{t}^{(1)}$ onto the associated tangent plane.
With the required surface smoothness conditions, when the slave particle $\boldsymbol{X}$ comes in to contact with the master surface, the following relation holds

$$
\begin{equation*}
\boldsymbol{\nu}=\boldsymbol{n}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t)=-\boldsymbol{n}^{(1)}(\boldsymbol{X}, t) \tag{2.7}
\end{equation*}
$$

Here $\boldsymbol{n}^{(1)}$ is the unit outw ard normal to the sla ve surface at the pointr$=\varphi_{t}^{(1)}(\boldsymbol{X})$ and $\nu:=\boldsymbol{n}^{(2)}$ is the unit outw ard normal to the the master surface at the poirt $\overline{\boldsymbol{y}}=\varphi_{t}^{(2)}(\overline{\boldsymbol{Y}})$.

Then an equiv alent expression for the nominal frictional con tact traction split is given as

$$
\begin{equation*}
t^{(1)}(\boldsymbol{X}, t)=t_{N}(\boldsymbol{X}, t) \boldsymbol{\nu}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t)+\mathbb{P}_{\nu} \boldsymbol{t}^{(1)}(\boldsymbol{X}, t) \tag{2.8}
\end{equation*}
$$

(C) Contact normal constrain ts With the preceding definitions for the gap function $g_{N}(\boldsymbol{X}, t)$ and the contact pressure $t_{N}(\boldsymbol{X}, t)$ we can introduce the normal constrain ts induced by the frictionless contact problem.
i. Impenetrabilit y kinematic constrain $t$ The kinematic constraint induced by the impenetrability requiremen t can be expressed in terms of the gap function $g_{N}(\boldsymbol{X}, t)$ as

$$
\begin{equation*}
g_{N}(\boldsymbol{X}, t) \leq 0 \tag{2.9}
\end{equation*}
$$

ii. Non-adhesion constraint. The non-adhesion constrain $t$ implies that the con tact pressure m ust be non-negative. Mathematically this condition can be expressed as

$$
\begin{array}{lll}
t_{N}(\boldsymbol{X}, t) \geq 0 & \text { if } & g_{N}(\boldsymbol{X}, t)=0 \\
t_{N}(\boldsymbol{X}, t)=0 & \text { if } & g_{N}(\boldsymbol{X}, t)<0 \tag{2.10}
\end{array}
$$

iii. Contact persistency condition. This condition implies the requirement that the rate of separation at the contact points m ust be zero for positie contact pressure. Mathematically, this persistency condition takes the form

$$
\begin{equation*}
t_{N}(\boldsymbol{X}, t) \dot{g}_{N}(\boldsymbol{X}, t)=0 \tag{2.11}
\end{equation*}
$$

The above constraints set of impenetrabilit y , non-adherence and contact persistencycan be expressed as Kuhn-T ucker complemetarity conditions as

$$
\begin{array}{r}
g_{N}(\boldsymbol{X}, t) \leq 0  \tag{2.12}\\
t_{N}(\boldsymbol{X}, t) \geq 0 \\
t_{N}(\boldsymbol{X}, t) \\
g_{N}(\boldsymbol{X}, t)=0 \\
t_{N}(\boldsymbol{X}, t) \\
\dot{g}_{N}(\boldsymbol{X}, t)=0 \\
\hline
\end{array}
$$

(D) Con vected basis on the master surface Exploiting the geometric structure induced by the impenetrabilit y constraint through the definition of the gap functiong ${ }_{N}(\boldsymbol{X}, t)$, we introduce an associated convected basis, suitable for definition of the frictional constrain ts. The definitions of the con vected frames emanate from the differentiation of the contact surfaces with respect to the con vected coordinates. Along with the con vected basis, dual or reciprocal convected basis are defined following a standard procedure. A ttention in what follows will be restricted to $n_{\text {dim }}=3$. Particularization for $n_{\text {dim }}=2$ is trivial once the three-dimensional case has been considered.

Using the parametrization of the contact surfaces introduced above we consider a point $\xi:=\left(\xi^{1}, \xi^{2}\right) \in \mathcal{A}^{(2)}$ of the parent domain, suc $h$ that

$$
\begin{equation*}
\boldsymbol{Y}:=\psi_{0}^{(2)}(\xi), \quad y:=\boldsymbol{\psi}_{t}^{(2)}(\xi) \tag{2.13}
\end{equation*}
$$

A ttaded to each master particle $\boldsymbol{Y} \in \Gamma^{(2)}$ we introduce the convected surface basis $\boldsymbol{E}_{\alpha}(\boldsymbol{\xi})$ and $\boldsymbol{e}_{\alpha}(\boldsymbol{\xi}), \alpha=1,2$ on the reference and current configurations, respectively as

$$
\begin{equation*}
\boldsymbol{E}_{\alpha}(\boldsymbol{\xi}):=\boldsymbol{\psi}_{0, \alpha}^{(2)}(\boldsymbol{\xi}), \quad \boldsymbol{e}_{\alpha}(\boldsymbol{\xi}):=\boldsymbol{\psi}_{t, \alpha}^{(2)}(\boldsymbol{\xi}) \tag{2.14}
\end{equation*}
$$

where $(\cdot)_{, \alpha}$ denotes partial derivative with respect to $\xi^{\alpha}$. Using the composition map $\psi_{t}^{(2)}=\varphi_{t}^{(2)} \circ \psi_{0}^{(2)}$ the following relation holds

$$
\begin{equation*}
\boldsymbol{e}_{\alpha}(\boldsymbol{\xi})=\boldsymbol{F}_{t}^{(2)}\left(\boldsymbol{\psi}_{0}^{(2)}(\boldsymbol{\xi})\right) \cdot \boldsymbol{E}_{\alpha}(\boldsymbol{\xi}) \tag{2.15}
\end{equation*}
$$

where $\boldsymbol{F}_{t}^{(2)}:=D \varphi_{t}^{(2)}$ is the deformation gradien t .
Let consider now for any slave particle $\boldsymbol{X} \in \Gamma^{(1)}$ the master particle $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t) \in \Gamma^{(2)}$ such that satisfies the closest-point projection minimization condition given by (2.1). Then for some poin $t \bar{\xi}:=\left(\bar{\xi}^{1}, \bar{\xi}^{2}\right) \in \mathcal{A}^{(2)}$ of the parent domain we have

$$
\begin{equation*}
\overline{\boldsymbol{Y}}(\boldsymbol{X}, t):=\boldsymbol{\psi}_{0}^{(2)}(\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)), \quad \overline{\boldsymbol{y}}(\boldsymbol{X}, t):=\boldsymbol{\psi}_{t}^{(2)}(\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)) \tag{2.16}
\end{equation*}
$$

A ttached to the master particle $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t) \in \Gamma^{(2)}$ we define the convected surface basis on the reference and current configurations, respectively, as

$$
\begin{equation*}
\tau_{\alpha}^{r e f}(\boldsymbol{X}, t):=\boldsymbol{E}_{\alpha}(\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)), \quad \boldsymbol{\tau}_{\alpha}(\boldsymbol{X}, t):=\boldsymbol{e}_{\alpha}(\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)) \tag{2.17}
\end{equation*}
$$

Using the composition $\operatorname{map} \psi_{t}^{(2)}=\varphi_{t}^{(2)} \circ \psi_{0}^{(2)}$ the following relation holds

$$
\begin{equation*}
\boldsymbol{\tau}_{\alpha}=\boldsymbol{F}_{t}^{(2)}\left(\psi_{0}^{(2)}(\overline{\boldsymbol{\xi}})\right) \cdot \boldsymbol{\tau}_{\alpha}^{r e f} \tag{2.18}
\end{equation*}
$$

showing that the surface basis vectors $\boldsymbol{\tau}_{\alpha}^{r e f}$ and $\boldsymbol{\tau}_{\alpha}$ are convected through the deformation gradient map $\boldsymbol{F}_{t}^{(2)}$ at the master particle $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$.

Additionaly, the unit outw ard normals $\boldsymbol{\nu}^{r e f} \in S^{2}$ and $\boldsymbol{\nu} \in S^{2}$ at the master particle $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$ on the reference and current configurations, respectively, can be defined as

$$
\begin{equation*}
\boldsymbol{\nu}^{r e f}:=\frac{\boldsymbol{\tau}_{1}^{r e f} \times \boldsymbol{\tau}_{2}^{r e f}}{\left\|\boldsymbol{\tau}_{1}^{r e f} \times \boldsymbol{\tau}_{2}^{r e f}\right\|}, \quad \boldsymbol{\nu}:=\frac{\boldsymbol{\tau}_{1} \times \boldsymbol{\tau}_{2}}{\left\|\boldsymbol{\tau}_{1} \times \boldsymbol{\tau}_{2}\right\|} \tag{2.19}
\end{equation*}
$$

The vectors $\tau_{\alpha}^{\text {ref }} \in T_{\nu^{\text {ref }}} S^{2}$ and $\tau_{\alpha} \in T_{\nu} S^{2}, \alpha=1,2$ span the tangent spaces $T_{\nu^{\text {ref }}} S^{2}$ and $T_{\nu} S^{2}$ to the $S^{2}$ unit sphere at $\boldsymbol{\nu}^{r e f}$ and $\boldsymbol{\nu}$, respectively. Here the tangen t space to the $S^{2}$ unit sphere at $\nu \in S^{2}$ is defined as

$$
\begin{equation*}
T_{\nu} S^{2}:=\left\{\delta \boldsymbol{\nu} \in \mathbb{R}^{n_{d i m}}: \delta \boldsymbol{\nu} \cdot \boldsymbol{\nu}=0\right\} \tag{2.20}
\end{equation*}
$$

The convected surface basis vectors $\boldsymbol{\tau}_{\alpha}^{r e f}$ and $\boldsymbol{\tau}_{\alpha}, \alpha=1,2$, augmen ted with the unit out $\boldsymbol{u r d}$ normals $\boldsymbol{\nu}^{r e f}$ and $\boldsymbol{\nu}$, provides local spatial frames at the master particle $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$ on the reference and current configurations, respectively.
(E) Surface metric and curvature on the reference and current configurations. The convected surface basis vectors $\tau_{\alpha}^{r e f}$ and $\tau_{\alpha}, \alpha=1,2$, induces a surface metric or first fundamen tal form on the reference and curren $t$ configurations, defined respectively as

$$
\begin{equation*}
M_{\alpha \beta}:=\tau_{\alpha}^{r e f} \cdot \tau_{\beta}^{r e f}, \quad m_{\alpha \beta}:=\tau_{\alpha} \cdot \tau_{\beta} \tag{2.21}
\end{equation*}
$$

Inverse surface metrics $M^{\alpha \beta}$ and $m^{\alpha \beta}$ are defined in the usual manner. Additionally, dual surface basis on the reference and curren $t$ configurations are straightforw ard defined respectively as

$$
\begin{equation*}
\boldsymbol{\tau}_{\text {ref }}^{\alpha}:=M^{\alpha \beta} \boldsymbol{\tau}_{\beta}^{\text {ref }}, \quad \boldsymbol{\tau}^{\alpha}:=m^{\alpha \beta} \boldsymbol{\tau}_{\beta} \tag{2.22}
\end{equation*}
$$

The variation of the convected surface basis along the convected coordinates, together with the unit normal, induces the second fundamental form or surface curv ature defined, on the reference and current configurations, as

$$
\begin{equation*}
\kappa_{\alpha \beta}^{r e f}:=\boldsymbol{E}_{\alpha, \beta}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\nu}^{\text {ref }}, \quad \kappa_{\alpha \beta}:=\boldsymbol{e}_{\alpha, \beta}(\bar{\xi}) \cdot \boldsymbol{\nu} \tag{2.23}
\end{equation*}
$$

(F) Relative slip velocity on the convected description. We introduce the relative slip velocity on the convected (reference) configuration defined as

$$
\begin{equation*}
\boldsymbol{v}_{T}^{r e f}(\boldsymbol{X}, t):=\dot{\overline{\boldsymbol{Y}}}(\boldsymbol{X}, t) \tag{2.24}
\end{equation*}
$$

The relative velocity on the convected description can be expressed in terms of the rate of the parent coordinates, using the map $(2.16)_{1}$, the convected surface basis on the reference configuration given by $(2.17)_{1}$ and applying the chain rule derivation, as

$$
\begin{equation*}
\boldsymbol{v}_{T}^{r e f}(\boldsymbol{X}, t):=\dot{\vec{\xi}}^{\alpha} \boldsymbol{\tau}_{\alpha}^{r e f} \tag{2.25}
\end{equation*}
$$

As expected, the con vected relative slip velocit defined by (2.24) or (2.25) lies in the tangent plane to the master surface at the master point $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$.

The relative velocity on the current configuration can be defined as the push-forward of the relative velocity in the convected description with the deformation gradient $\boldsymbol{F}_{t}^{(2)}$, as

$$
\begin{equation*}
\boldsymbol{v}_{T}(\boldsymbol{X}, t):=\boldsymbol{F}_{t}^{(2)}(\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)) \cdot \boldsymbol{v}_{T}^{r e f}(\boldsymbol{X}, t) \tag{2.26}
\end{equation*}
$$

The one-form associated to the relative velocity in the convected description is defined as

$$
\begin{equation*}
\boldsymbol{v}_{T}^{\boldsymbol{b}^{r e f}}(\boldsymbol{X}, t):=\dot{\bar{\xi}^{\alpha}} M_{\alpha \beta} \boldsymbol{\tau}_{r e f}^{\beta} \tag{2.27}
\end{equation*}
$$

while the one-form associated to the relative velocity in the current configuration is defined as the push-forw ard of the corresponding one-form in the con vected description, as

$$
\begin{equation*}
\boldsymbol{v}_{T}^{\mathrm{b}}(\boldsymbol{X}, t):=\dot{\bar{\xi}}^{\alpha} M_{\alpha \beta} \boldsymbol{\tau}^{\beta} \tag{2.28}
\end{equation*}
$$

Remark 2.1. The definition of $\boldsymbol{v}_{T}^{\boldsymbol{b}}(\boldsymbol{X}, t)$ is frame indiffer en,t despite the fact that the material and spatial velocity fields are not. This crucial propert y arises because the definition of $\boldsymbol{v}_{T}^{b}(\boldsymbol{X}, t)$ uses the convected basis.

Remark 2.2. W e note that the definition of the one-form associated to the relativ e velocity involves the metric $M_{\alpha \beta}$ at the point $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$ in the reference configuration, and not the metric $m_{\alpha \beta}$ in the current configuration. This is because w e defin $\boldsymbol{\sigma}_{T}^{b}$ as the pushforw ard of the corresponding one-form in the con vected description and not as the one-form associated to the spatial vector $\boldsymbol{v}_{T}$ in the current configuration. This last definition leads to an increase in the computational cost, due to the complexities involved in the linearization of the frictional integration algorithm.
(G) Frictional traction. W e define the nominal frictional tangen $t$ tractio $\boldsymbol{t}_{T}(\boldsymbol{X}, t)$ as (minus) the projection of the nominal frictional con tact tractiont ${ }^{(1)}(\boldsymbol{X}, t)$ onto the unit normal $\nu$, as

$$
\begin{equation*}
\boldsymbol{t}_{T}(\boldsymbol{X}, t):=-\mathbb{P}_{\nu} \boldsymbol{t}^{(1)}(\boldsymbol{X}, t)=t_{T}^{\alpha}(\boldsymbol{X}, t) \boldsymbol{\tau}_{\alpha} \tag{2.29}
\end{equation*}
$$

Additionally the one-form associated to this object is defined as

$$
\begin{equation*}
\boldsymbol{t}_{T}^{b}(\boldsymbol{X}, t):=-\mathbb{P}_{\nu} \boldsymbol{t}^{b(1)}(\boldsymbol{X}, t)=t_{T_{\alpha}}(\boldsymbol{X}, t) \tau^{\alpha} \tag{2.30}
\end{equation*}
$$

(H) Frictional constraints With the preceding definitions for the relative slip velocity and frictional traction, the frictional constraints are introduced as follows:
i. Slip function. Admissible traction space. W e define aslip function $\Phi: T_{\nu} S^{2} \times \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that the states $\left(t_{T}^{b}, t_{N}\right) \in T_{\nu} S^{2} \times \mathbb{R}_{+}$in the traction space and the in ternal variable $\alpha \in \mathbb{R}_{+}$are constrained to lie in the closed set of admissible states defined as

$$
\begin{equation*}
\mathbb{E}_{t}:=\left\{\left(t_{T}^{b}, t_{N}, \alpha\right) \in T_{\nu} S^{2} \times \mathbb{R}_{+} \times \mathbb{R}_{+}: \Phi\left(t_{T}^{b}, t_{N}, \alpha\right) \leq 0\right\} \tag{2.31}
\end{equation*}
$$

In particular, the classical friction Coulomb law can be extended to accomodate wear effects using a friction coefficien $t$ defined as a function of an in ternal variablex, such as the frictional dissipation or the slip amoun $t$. Then the admissible states space is defined by the slip function:

$$
\begin{equation*}
\Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right):=\left\|\boldsymbol{t}_{T}^{b}\right\|-\mu(\alpha) t_{N} \tag{2.32}
\end{equation*}
$$

where $\|\cdot\|$ denotes the norm of its argument and $\mu(\alpha)$ is the Coulom b friction coefficien. ii. Slip rule and internal evolution equation. The slip rule is defined as follo ws

$$
\begin{array}{lll}
\boldsymbol{v}_{T}^{b}(\boldsymbol{X}, t):=0 & \text { if } & \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)<0  \tag{2.33}\\
\boldsymbol{v}_{T}^{b}(\boldsymbol{X}, t):=\gamma \boldsymbol{p}_{T}^{b} & \text { if } \quad \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)=0
\end{array}
$$

where $\boldsymbol{p}_{T}^{b}:=\partial_{t_{T}^{b}} \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)$ and $\gamma \in \mathbb{R}_{+}$is the non-negative slip consistency factor. For the frictional Coulomb law $\boldsymbol{p}_{T}^{b}$ is the normalized one-form frictional traction defined as $p_{T}^{b}:=t_{T}^{b} /\left\|t_{T}^{b}\right\|$.

Additionally one needs to define an ev olution equation for the internal variable $\alpha$. As stated above, one ma y define $\alpha$ as the slip amoun $t$ leading to the following ev olution equation:

$$
\begin{array}{lll}
\dot{\alpha}(\boldsymbol{X}, t):=0 & \text { if } & \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)<0 \\
\dot{\alpha}(\boldsymbol{X}, t):=\gamma & \text { if } & \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)=0 \tag{2.34}
\end{array}
$$

or, alternatively, one may define $\alpha$ as the frictional dissipation, leading to the following evolution equation:

$$
\begin{array}{ll}
\dot{\alpha}(\boldsymbol{X}, t):=0 & \text { if } \quad \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)<0 \\
\dot{\alpha}(\boldsymbol{X}, t):=\boldsymbol{t}_{T}^{b} \cdot \boldsymbol{v}_{T}^{b}=\gamma\left\|\boldsymbol{t}_{T}^{b}\right\| & \text { if } \quad \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)=0 \tag{2.35}
\end{array}
$$

where the last expression in $(2.35)_{2}$ comes out using the slip rule (2.33).
These t wo alternative definitions can be easily accomodated in to a single expression in the form:

$$
\begin{align*}
\dot{\alpha}(\boldsymbol{X}, t) & =0 & & \text { if } \quad \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)<0 \\
\dot{\alpha}(\boldsymbol{X}, t) & =\gamma\left[(1-w)+w\left\|\boldsymbol{t}_{T}^{b}\right\|\right] & & \text { if } \quad \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)=0 \tag{2.36}
\end{align*}
$$

where $w \in[0,1]$ is a constant such that, for $w=0$ one reco vers (2.34) and $\alpha$ is defined as the slip amoun t , for $w=1$ one reco vers (2.35) and $\alpha$ is defined as the frictional dissipation, and additionally for $w \in(0,1) \alpha$ is defined as a linear com bination of slip amoun $t$ and frictional dissipation. In what follo ws, we will use this single expression for the ev olution equation of $\alpha$, allowing to easily reco ver both alternative definitions as a particular case.
iii. Slip consistency condition. The slip consistency condition states that the rate of change of the slip function $m$ ust be zero for positit values of the slip consistency factor. Mathematically this condition is expressed as

$$
\begin{equation*}
\gamma \dot{\Phi}\left(t_{T}^{b}, t_{N}, \alpha\right)=0 \tag{2.37}
\end{equation*}
$$

The above expressions lead to a constrained evolution problem defined $b \mathrm{y}$ the evolution equations

$$
\begin{align*}
\boldsymbol{v}_{T}^{\mathrm{b}}(\boldsymbol{X}, t) & =\gamma \boldsymbol{p}_{T}^{\mathrm{b}}  \tag{2.38}\\
\dot{\alpha}(\boldsymbol{X}, t) & =\gamma\left[(1-w)+w\left\|\boldsymbol{t}_{T}^{b}\right\|\right]
\end{align*}
$$

subjected to the constraints, expressed as Kuhn-Tucker complementarity conditions as,

$$
\begin{align*}
& \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right) \leq 0  \tag{2.39}\\
& \gamma \geq 0 \\
& \gamma \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right)=0 \\
& \gamma \dot{\Phi}\left(t_{T}^{b}, t_{N}, \alpha\right)=0 \\
& \hline
\end{align*}
$$

(I) Regularization of frictional con tact constraints As discussed in Kikuchi \& Oden (1988], for instance, solution of initial boundary value problems (IBVP) subject to constraints such as (2.12) and (2.39) amoun ts to finding a solution within a constrained solution space. Consideration of corresponding $w$ eak forms induces limitations on admissible variations in the tangent solution space, imposed by the physical constraints, leading to variational inequalities. See, for example, Kikuchi \& Oden (1988) or Duvaut \& Lions (1972).

Differen $t$ methods ha ve been used to bypass the need to find a solution within a constrained configuration solution space. Here w e will use thepenalty method to remove the restrictions associated to the constrained solution space and enforce the constraints through the introduction of constituve equations for the frictional contact traction.

The normal constraints induced by the contact problem are regularized in troducing a normal $p$ enaltyparameter $\epsilon_{N}$ and substituting the Kuhn-Tucker complementarity conditions defined in (2.12) with the follo wing constitutiv e-like equation for the contact pressure

$$
\begin{equation*}
t_{N}(\boldsymbol{X}, t):=\epsilon_{N}\left\langle g_{N}(\boldsymbol{X}, t)\right\rangle \tag{2.40}
\end{equation*}
$$

where $\langle\cdot\rangle$ is the Macauley brac ket, representing the positive part of its operand. Expression (2.40) can be viewed as a Yosida regularization of the Kuhn-T ucker complemetrarity conditions given by (2.12), providing a constitutive-like equation for the contact pressure and leading to a convenient displacemen t-driven form ulation.

Comparison of (2.40) with (2.12) reveals that now a (hopefully small) violation of the constraints (2.12) is allowed, and that the constraints will be exactly satisfied as $\epsilon_{N} \rightarrow \infty$.

The regularization of the constrained frictional evolution problem defined by (2.38) and (2.39) is performed in troducing atangential penalty parameter $\epsilon_{T}$ playing the role of constitutive parameter in the relativ e slip velociy evolution equation. Then the regularized constrained frictional evolution problem tak es the form:

$$
\begin{align*}
\boldsymbol{v}_{T}^{b}(\boldsymbol{X}, t) & =\gamma \boldsymbol{p}_{T}^{b}+\frac{1}{\epsilon_{T}} \mathcal{L}_{v_{T}} t_{T}^{b}  \tag{2.41}\\
\dot{\alpha}(\boldsymbol{X}, t) & =\gamma\left[(1-w)+w\left\|\boldsymbol{t}_{T}^{b}\right\|\right]
\end{align*}
$$

subjected to the following constrain ts

$$
\begin{align*}
\Phi\left(t_{T}^{b}, t_{N}, \alpha\right) & \leq 0  \tag{2.42}\\
\gamma & \geq 0 \\
\gamma \Phi\left(t_{T}^{b}, t_{N}, \alpha\right) & =0 \\
\gamma \dot{\Phi}\left(t_{T}^{b}, t_{N}, \alpha\right) & =0
\end{align*}
$$

where $\mathcal{L}_{v_{T}} t_{T}^{b}$ is the Lie derivative of the frictional tangent traction along the flow induced by the relative slip velocity $\boldsymbol{v}_{T}$, defined as

$$
\begin{equation*}
\mathcal{L}_{v_{T}} t_{T}^{b}:=\dot{t}_{T \alpha} \tau^{\alpha} \tag{2.43}
\end{equation*}
$$

Comparison of (2.41) and (2.42) with (2.38) and (2.39), reveals that the frictional constraints are exactly satisfied as $\epsilon_{T} \rightarrow \infty$, in which case the (plastic) slip rate $\gamma$ is equal to the norm of the relative slip velocity $\boldsymbol{v}_{T}^{b}$. Otherwise, it is assumed that the relative slip velocity can be decomposed in to an elastic or recoverable part and a plastic or irreversible part. Introduction of the Lie derivative in the regularized relative slip velocity, main tains frame indifference of the frictional evolution equations.

Using the definition of the one-form relative slip velocity given by (2.28) and the Lie derivative of the frictional tangent traction along the flow induced by the relative slip velocity given by (2.43), the componen $t$ form of the frictional tangen $t$ traction evolution equation $(2.41)_{1}$, along with the in ternal variable evolution equation, takes the form

$$
\begin{align*}
\dot{t}_{T \alpha} & =\epsilon_{T}\left(M_{\alpha \beta} \dot{\xi}^{\beta}-\gamma p_{T_{\alpha}}\right) \\
\dot{\alpha} & =\gamma\left[(1-w)+w\left\|t_{T}^{b}\right\|\right] \tag{2.44}
\end{align*}
$$

As we have seen above, the regularization of the frictional constraint problem leads to the following frictional constrained ev olution problem

$$
\begin{align*}
\mathcal{L}_{v_{T}} t_{T}^{b} & =\epsilon_{T}\left[v_{T}^{b}-\gamma \partial_{t_{T}^{\prime}} \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)\right] \\
\dot{\alpha} & =\gamma\left[(1-w)+w\left\|t_{T}^{b}\right\|\right]  \tag{2.45}\\
\Phi\left(t_{T}^{b}, t_{N}, \alpha\right) & \leq 0, \quad \gamma \geq 0, \quad \gamma \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)=0 \\
& \gamma \dot{\Phi}\left(t_{T}^{b}, t_{N}, \alpha\right)=0
\end{align*}
$$

Within the context of the product form ula algorithms, africtional operator split of the constrained evolution problem can be in troduced by means of trial state, defined by freezing the irreversible (plastic) slip response, i.e. setting $\gamma=0$, as follo ws

$$
\begin{gather*}
\text { Trial state } \\
\left\{\begin{array}{l}
\text { Return mapping } \\
\left\{\begin{array}{l}
\mathcal{L}_{v_{t}} t_{T}^{b}:=\epsilon_{T} \boldsymbol{v}_{T}^{b} \\
\dot{\alpha}:=0 \\
\text { unconstrained }
\end{array}\right\}
\end{array}\left\{\begin{array}{l}
\mathcal{L}_{v_{T}} \boldsymbol{t}_{T}^{b}:=-\epsilon_{T} \gamma \partial_{t_{T}^{b}} \Phi\left(\boldsymbol{t}_{T}^{b}, t_{N}, \alpha\right) \\
\dot{\alpha}:=\gamma\left[(1-w)+w\left\|t_{T}^{b}\right\|\right] \\
\Phi\left(t_{T}^{b}, t_{N}, \alpha\right) \leq 0, \gamma \geq 0, \gamma \Phi\left(t_{T}^{b}, t_{N}, \alpha\right)=0
\end{array}\right\}\right. \tag{2.46}
\end{gather*}
$$

REmark 2.3. We point out that here only the regularization of the slip rule has been performed and (2.41) and (2.42) can be viewed as the governing equations of a rate-independent constrained frictional evolution problem. On the other hand, a Yosida regularization of the complementary Kuhn-T ucker frictional conditions (2.39), analogously to the regularization of the complementary Kuhn-T ucker contact normal conditions (2.12), wuld lead to a ratedependent frictional evolution equations.

### 2.3 Thermal Contact Model at the Contact Interface

A thermal con tact model at the con tact interface is considered, taking into accoturthe phenomena of heat conduction flux through the contact surface and the heat source term due to frictional dissipation at the in terface.
(A) Heat conduction at the con tact surface The heat conduction flux through the contact surface $\Gamma^{(1)}$ can be expressed as

$$
\begin{equation*}
Q_{h c}:=Q_{h c}^{(1)}(\boldsymbol{X}, t)=\hat{h}\left(t_{N}, \theta_{G}\right) g_{\theta}(\boldsymbol{X}, t) \tag{2.47}
\end{equation*}
$$

where the heat transfer coefficient at the contact surface $\hat{h}\left(t_{N}, \theta_{G}\right)$ is assumed to be a function of the contact pressure $t_{N}$ and the current mean gas temperature $\theta_{G}:=\hat{\theta}_{G}\left(\Theta^{(1)}, \Theta^{(2)}\right)$, and $g_{\theta}:=\hat{g}_{\theta}\left(\Theta^{(1)}, \Theta^{(2)}\right)$ is the thermal gap at the con tact surface. The thermal gap and the current mean gas temperature at the contact interface are defined as

$$
\begin{array}{|l|}
\hline g_{\theta}(\boldsymbol{X}, t):=\Theta^{(1)}(\boldsymbol{X}, t)-\Theta^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t)  \tag{2.48}\\
\theta_{G}(\boldsymbol{X}, t):=h_{\epsilon} \Theta^{(1)}(\boldsymbol{X}, t)+\left(1-h_{\epsilon}\right) \Theta^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t) \\
\hline
\end{array}
$$

where $h_{\epsilon}$ is the relative effusivity (constant) coefficien t of the surface $\Gamma^{(1)}$, i.e. the effusivity of the surface $\Gamma^{(1)}$ divided by the sum of the effusivities of the surfaces $\Gamma^{(1)}$ and $\Gamma^{(2)}$.
i. General con tact pressure-temperature dependen $t$ heat conduction modelThe resistance against heat transfer is mainly due to the lo w percen tage of surface area which is really in contact. The presence of a reduced set of spots surrounded by microca vities characterizes the contact area. Hence heat transfer tak es place by heat conduction through the spots and heat conduction through the gas con tained in the microca vities. Other effects suc $h$ radiation betw een microca vities surfaces can in general be omitted since both bodies are v ery close to each other. Making the usual assumption that both heat conduction mechanisms, through the spots and through the the gas con tained in the microca vities, act in parallel, the heat transfer coefficien $t \hat{h}\left(\theta_{G}, t_{N}\right)$ can be expressed as

$$
\begin{equation*}
\hat{h}\left(t_{N}, \theta_{G}\right):=\hat{h}_{S}\left(t_{N}\right)+\hat{h}_{G}\left(t_{N}, \theta_{G}\right) \tag{2.49}
\end{equation*}
$$

where $\hat{h}_{S}\left(t_{N}\right)$ is the heat transfer coefficien t through the spots, assumed to be a function of the contact pressure $t_{N}$, and $\hat{h}_{G}\left(t_{N}, \theta_{G}\right)$ is the heat transfer coefficien $t$ through the gas contained in the microca vities, assumed to be a function of the con tact pressure and the current mean gas temperature.

Based on a statistical model and taking into account the dependence upon surface roughness parameters and Vickers microhardness coefficients, hardness variation with the mean planes approac h , the following heat transfer through the spots w as proposedybSong \& Yovanovich (1987):

$$
\begin{equation*}
\hat{h}_{S}\left(t_{N}\right):=\frac{1.25 \hat{k} \bar{m}}{\sigma}\left[\frac{t_{N}}{c_{1}}\left(1.62 \frac{10^{6} \sigma}{\bar{m}}\right)^{-c_{2}}\right]^{\frac{0.95}{1+0.71 c_{2}}} \tag{2.50}
\end{equation*}
$$

where $\hat{k}$ is the mean thermal conductivity, depending on the conductivities of the t w o bodies being in contact, $\sigma$ is the surface roughness, $\bar{m}$ is the mean absolute asperit y slope and $c_{1}, c_{2}$ describe the hardness variation.

The heat transfer through the gas or liquid con tained in the microca vities is mainly governed by conduction. This fact rsults from the small height of the microca vities which do not allow convective flow. Based on this assumption and taking into account the change of microca vity heiglt by the contact pressure $t_{N}$, Yovanovich (1981) derived the following expression for the heat conduction coefficien $t$ through the gas within the microcsities:

$$
\begin{equation*}
\hat{h}_{G}\left(t_{N}, \theta_{G}\right):=\frac{k_{g}}{1.36 \sigma \sqrt{-\log \left(5.59 \frac{t_{N}}{H_{e}}\right)}+C_{P C} \theta_{G}} \tag{2.51}
\end{equation*}
$$

where $k_{g}$ is the gas conductivity, $C_{P C}$ is a constitutive constant for the gas, $H_{e}$ is the Vic kers hardness and $\sigma$ the surface roughness.
ii. Simplified con tact pressure dependent heat conduction model. For high pressures, a simplified con tact pressure dependent model can be deriv ed from the abe wquations, in terms of the Vic kers hardness $H_{e}$ and introducing a contact resistance coefficien $t h_{c o}$ and an exponent $\epsilon$, leading to a heat transfer coefficien $\mathrm{t} \hat{h}\left(t_{N}\right)$ given by

$$
\begin{equation*}
\hat{h}\left(t_{N}\right):=h_{c o}\left[\frac{t_{N}}{H_{e}}\right]^{\epsilon} \tag{2.52}
\end{equation*}
$$

(B) Heat source at the con tact surface The heat source term $R_{\text {fric }}^{(1)}$ for the contact surface $\Gamma^{(1)}$, due to frictional dissipation at the contact interface, is assumed to be giv en by

$$
\begin{equation*}
R_{\text {fric }}^{(1)}:=h_{\epsilon} \mathcal{D}_{\text {fric }} \tag{2.53}
\end{equation*}
$$

where $h_{\epsilon}$ is the relative effusivity of the surface $\Gamma^{(1)}$ and $\mathcal{D}_{\text {fric }}:=\left\|\boldsymbol{t}_{T}^{b}\right\| \gamma$ is the frictional dissipation at the contact interface.

### 2.4 The Coupled Thermomechanical IBVP with Frictional Contact Constraints

W e describe below the system of quasi-linear partial differetial equations governing the evolution of the coupled thermomechanical initial boundary value problem, including frictional contact constraints. W e will adopt general constitutiv e equations whic h incorporate current models of finite strain plasticit y and, in particular, micromebanically motiv ated models based on a multiplicative decomposition of the deformation gradient, the tangent deformation map, and an additive split of the local entropy. Frictional contact constraints will be in troduced using a penalized regularization tec hnique, leading to a constitutive-like set of evolution equations within the framework of a displacemen t-driven form ulation, and we will adopt a pressure-temperature dependent thermal con tact model.
(A) Local governing equations. The local system of partial differential equations governing the coupled thermomechanical initial boundary value problem is defined by the momentum balance equation and the energy balance equation, restricted by the second law of the thermodynamics. This system must be supplemented by suitable constitutive equations. Additionaly, one m ust supply suitable prescribed boundary and initial conditions, and to consider the equilibrium equations at the con tact interface.
i. Local form of momentum and energy balance (reduced dissipation) equations. The material form of the local governing equations for the initial boundary value problem, the local momentum and energy (reduced dissipation) balance equations for the body $\mathcal{B}^{(i)}$ can be written as

$$
\left.\begin{array}{rl}
\dot{\varphi}^{(i)} & =\boldsymbol{V}^{(i)}  \tag{2.54}\\
\rho_{0}^{(i)} \dot{\boldsymbol{V}}^{(i)} & =\operatorname{DIV}\left[\boldsymbol{P}^{(i)}\right]+\boldsymbol{B}^{(i)} \\
\Theta^{(i)} \dot{H}^{(i)} & =-\operatorname{DIV}\left[\boldsymbol{Q}^{(i)}\right]+R^{(i)}+\mathcal{D}_{\text {int }}^{(i)}
\end{array}\right\} \quad \text { in } \quad \bar{\Omega}^{(i)} \times \mathbb{I}
$$

where $\varphi^{(i)}: \bar{\Omega}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{d i m}}$ is the deformation map in the time interval of interest $\mathbb{I}:=[0, T]$, $\boldsymbol{V}^{(i)}: \bar{\Omega}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{\text {dim }}}$ is the velocity field, $\rho_{0}^{(i)}: \bar{\Omega}^{(i)} \rightarrow \mathbb{R}_{+}$is the reference density, $\boldsymbol{B}^{(i)}: \bar{\Omega}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{d i m}}$ the (prescribed) reference body forces, DIV[•] the reference divergence operator and $\boldsymbol{P}^{(i)}$ the non-symmetric nominal or first Piola-Kirchhoff stress tensor, $\Theta^{(i)}$ the absolute temperature, $H^{(i)}$ the entropy, $Q^{(i)}$ the nominal heat flux, $R^{(i)}$ the (prescribed) reference heat source and $\mathcal{D}_{i n t}^{(i)}$ the internal dissipation per unit reference volume. In addition, the entropy $H^{(i)}$ and the nominal stress tensor $\boldsymbol{P}^{(i)}$ are defined via constitutive relations, typically form ulated in terms of the in ternal energy $E^{(i)}$, and subjected to the following restriction on the internal dissipation $\mathcal{D}_{\text {int }}^{(i)}$ :

$$
\begin{equation*}
\mathcal{D}_{i n t}^{(i)}=\boldsymbol{P}^{(i)}: \dot{\boldsymbol{F}}^{(i)}+\Theta^{(i)} \dot{H}^{(i)}-\dot{E}^{(i)} \geq 0 \quad \text { in } \quad \bar{\Omega}^{(i)} \times \mathbb{I} \tag{2.55}
\end{equation*}
$$

where $\boldsymbol{F}^{(i)}:=D \varphi^{(i)}$ is the deformation gradien t or tangent deformation map.

The nominal heat flux $\boldsymbol{Q}^{(i)}$ is defined via constitutive equations, say Fourier's law, subjected to the restriction on the dissipation by conduction $\mathcal{D}_{\text {con }}^{(i)}$ :

$$
\begin{equation*}
\mathcal{D}_{c o n}^{(i)}=-\frac{1}{\Theta^{(i)}} \operatorname{GRAD}\left[\Theta^{(i)}\right] \cdot \boldsymbol{Q}^{(i)} \geq 0 \quad \text { in } \quad \Omega^{(i)} \times \mathbb{I} \tag{2.56}
\end{equation*}
$$

ii. Boundary conditions. W e will assume that the deformation $\varphi^{(i)}$ is prescribed on $\Gamma_{\varphi}^{(i)} \subset$ $\partial \Omega^{(i)}$, the nominal traction $\boldsymbol{t}^{(i)}$ is prescribed on the part of the boundary $\Gamma_{\sigma}^{(i)} \subset \partial \Omega^{(i)}$, with unit out w ard normal field $\boldsymbol{N}^{(i)}: \Gamma_{\sigma}^{(i)} \rightarrow S^{2}$, the temperature $\Theta^{(i)}$ is prescribed on $\Gamma_{\Theta}^{(i)} \subset \partial \Omega^{(i)}$ and the outw ard normal heat flux is prescribed on the part of the boundary $\Gamma_{Q}^{(i)} \subset \partial \Omega^{(i)}$, with unit out w ard normal field $\boldsymbol{N}^{(i)}: \Gamma_{\sigma}^{(i)} \rightarrow S^{2}$, as

$$
\left.\begin{array}{rlrc}
\varphi^{(i)} & =\bar{\varphi}^{(i)} & \text { on } & \Gamma_{\varphi}^{(i)} \times \mathbb{I} \\
\boldsymbol{t}^{(i)} & =\boldsymbol{P}^{(i)} \cdot \boldsymbol{N}^{(i)}=\overline{\boldsymbol{t}}^{(i)} & \text { on } & \Gamma_{\sigma}^{(i)} \times \mathbb{I} \\
\Theta^{(i)} & =\bar{\Theta}^{(i)} & \text { on } & \Gamma_{\Theta}^{(i)} \times \mathbb{I}  \tag{2.57}\\
Q^{(i)} & =\boldsymbol{Q}^{(i)} \cdot \boldsymbol{N}^{(i)}=\bar{Q}^{(i)} & \text { on } & \Gamma_{Q}^{(i)} \times \mathbb{I}
\end{array}\right\}
$$

where $\bar{\varphi}^{(i)}: \Gamma_{\varphi}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{d i m}}, \overline{\boldsymbol{t}}^{(i)}: \Gamma_{\sigma}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}^{n_{d i m}}, \bar{\Theta}^{(i)}: \Gamma_{\Theta}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}$ and $\bar{Q}^{(i)}: \Gamma_{Q}^{(i)} \times \mathbb{I} \rightarrow \mathbb{R}$ are prescribed deformation, nominal traction, temperature and (outw ard) normal heat flux maps. As usual it is assumed that the following conditions hold

$$
\left.\begin{array}{rl}
\Gamma_{\varphi}^{(i)} \cup \Gamma_{\sigma}^{(i)} \cup \Gamma^{(i)} & =\partial \Omega^{(i)}  \tag{2.58}\\
\Gamma_{\varphi}^{(i)} \cap \Gamma_{\sigma}^{(i)}=\Gamma_{\varphi}^{(i)} \cap \Gamma^{(i)}=\Gamma_{\sigma}^{(i)} \cap \Gamma^{(i)} & =\emptyset \\
\Gamma_{\Theta}^{(i)} \cup \Gamma_{Q}^{(i)} \cup \Gamma^{(i)} & =\partial \Omega^{(i)} \\
\Gamma_{\Theta}^{(i)} \cap \Gamma_{Q}^{(i)}=\Gamma_{\Theta}^{(i)} \cap \Gamma^{(i)}=\Gamma_{Q}^{(i)} \cap \Gamma^{(i)} & =\varnothing
\end{array}\right\}
$$

iii. Initial conditions. Additionally, we will assume the follo wing initial conditions

$$
\left.\begin{array}{rl}
\left.\varphi^{(i)}(\cdot, t)\right|_{t=0} & =\bar{\varphi}_{0}^{(i)}(\cdot)  \tag{2.59}\\
\left.V^{(i)}(\cdot, t)\right|_{t=0} & =\bar{V}_{0}^{(i)}(\cdot) \\
\left.\Theta^{(i)}(\cdot, t)\right|_{t=0} & =\bar{\Theta}_{0}^{(i)}(\cdot)
\end{array}\right\} \quad \text { in } \quad \bar{\Omega}^{(i)}
$$

iv. Equilibrium conditions on the contact interface. For each material point $\boldsymbol{X} \in \Gamma^{(1)}$ at any time $t \in \mathbb{I}$, we require that the (differential) frictional contact force and normal heat conduction flux induced on body $\mathcal{B}^{(2)}$ at the material poin $t \overline{\boldsymbol{Y}}(\boldsymbol{X}, t)$ be equal and opposite to that produced on body $\mathcal{B}^{(1)}$ at $\boldsymbol{X}$. Mathematically, these equilibrium conditions take the form

$$
\begin{align*}
\boldsymbol{t}^{(1)}(\boldsymbol{X}, t) d \Gamma^{(1)}+\boldsymbol{t}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t) d \Gamma^{(2)} & =0 \\
Q_{h c}^{(1)}(\boldsymbol{X}, t) d \Gamma^{(1)}+Q_{h c}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t) d \Gamma^{(2)} & =0 \tag{2.60}
\end{align*}
$$

where $Q_{h c}^{(i)}:=Q^{(i)}+R_{\text {fric }}^{(i)}$ is the (outward) normal heat conduction flux at the cortact interface $\Gamma^{(i)}$ and $R_{\text {fric }}^{(i)}$ is a heat source due to frictional dissipation at the contact interface
$\Gamma^{(i)}$. The heat sources due to frictional dissipation at the con tact surfaces $\Gamma^{(1)}$ and $\Gamma^{(2)}$ are related to the frictional dissipation $\mathcal{D}_{\text {fric }}:=\left\|t_{T}^{\boldsymbol{b}}\right\| \gamma$ through the relationship

$$
\begin{equation*}
\mathcal{D}_{\text {fric }}(\boldsymbol{X}, t) d \Gamma^{(1)}=R_{\text {fric }}^{(1)}(\boldsymbol{X}, t) d \Gamma^{(1)}+R_{\text {fric }}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t) d \Gamma^{(2)} \tag{2.61}
\end{equation*}
$$

(B) General thermoplastic constitutive equations. We will consider a general thermoplastic constitutive framew ork defined in terms of the tangen t deformation $\mathrm{ma} \boldsymbol{\nabla}^{(i)}:=D \varphi^{(i)}$, a set of internal variables collectively denoted as $\boldsymbol{G}^{(i)}$, which daracterizes the microstructural properties, and the local entropy $H^{(i)}$.

A generic expression for the in ternal energy $E^{(i)}$ will take the functional form

$$
\begin{equation*}
E^{(i)}:=\hat{E}^{(i)}\left(\boldsymbol{F}^{(i)}, \boldsymbol{G}^{(i)}, H^{(i)}\right) \tag{2.62}
\end{equation*}
$$

Following a standard argument, i.e., Coleman's method, the restriction placed by the second law of thermodynamics, the Clausius-Plank inequality $\mathcal{D}_{\text {int }}^{(i)} \geq 0$, yields the following constitutive equations for the nominal or first Piola-Kirchhoff stress tensor $\boldsymbol{P}^{(i)}$ and the absolute temperature $\Theta^{(i)}$, together with the reduced dissipation inequalit y:

$$
\begin{align*}
\boldsymbol{P}^{(i)} & :=\partial_{F^{(i)}} \hat{E}^{(i)}\left(\boldsymbol{F}^{(i)}, \boldsymbol{G}^{(i)}, H^{(i)}\right), \\
\Theta^{(i)} & :=\partial_{H^{(i)}} \hat{E}^{(i)}\left(\boldsymbol{F}^{(i)}, \boldsymbol{G}^{(i)}, H^{(i)}\right), \\
\boldsymbol{A}^{(i)} & :=-\partial_{G^{(i)}} \hat{E}^{(i)}\left(\boldsymbol{F}^{(i)}, \boldsymbol{G}^{(i)}, H^{(i)}\right),  \tag{2.63}\\
\mathcal{D}_{i n t}^{(i)} & :=\boldsymbol{A}^{(i)} \cdot \dot{\boldsymbol{G}}^{(i)} \geq 0,
\end{align*}
$$

where we have introduced the variable $\boldsymbol{A}^{(i)}$ as the set of variables whic h are thermodinamically conjugate to the set of the internal variables $\boldsymbol{G}^{(i)}$.

The evolution equation for the set of internal variables $\boldsymbol{G}^{(i)}$ take the functional form

$$
\begin{equation*}
\dot{\boldsymbol{G}}^{(i)}=\hat{G}_{F^{(i)}}^{(i)}\left(\boldsymbol{P}^{(i)}, \boldsymbol{A}^{(i)}, \Theta^{(i)}\right) \tag{2.64}
\end{equation*}
$$

where $\hat{G}_{F^{(i)}}^{(i)}$ is a prescribed function, possibly non-smooth, which depends implicitly on $\boldsymbol{F}^{(i)}$ in order to ensure frame in variance. Note that (2.64) is restricted by the reduced internal dissipation inequality given by $(2.63)_{4}$.

Additionally, we consider a generic constitutive equation for the heat flux $\boldsymbol{Q}^{(i)}$ taking the functional form

$$
\begin{equation*}
\boldsymbol{Q}^{(i)}=\hat{\boldsymbol{Q}}^{(i)}\left(\boldsymbol{F}^{(i)}, \boldsymbol{G}^{(i)}, H^{(i)}\right) \tag{2.65}
\end{equation*}
$$

which is restricted by the conduction dissipation inequalit $y \mathcal{D}_{\text {con }}^{(i)} \geq 0$.
(B.1)Thermoplastic constitutive equations for finite deformation multiplicative plasticity. Micromechanically based phenomenological models of finite strain plasticity adopt a local m ultiplicative factorization of the deformation gradiett into elastic and plastic parts. This local factorization was introduced within a phenomenological cortext by Lee \& Liu (1967) and Lee (1969), whic h regard the plastic part as a microstructural in ternal variable. Hardening mec hanisms in the material taking place at a microstructural leel are characterized by an additional set of phenomenological in ternal variables collectively denoted here by $\mathcal{F}_{\alpha}$.

In the coupled thermomechanical theory, an additive split of the local entropy into elastic and plastic parts is adopted, where the plastic en trog is viewed as an additional internal variable arising as a result of dislocation and lattice defect motion. This additive split of the local entropy was adopted by Simo \& Miehe (1992). Then the abo ve considerations, motiv ates the following set of microstructural internal variables (for the sake of simplicit y in the notation we will drop out the superindices []$^{(i)}$, denoting a particular body $\mathcal{B}^{(i)}$, in all the variables, while they are not absolutely needed):

$$
\begin{equation*}
\boldsymbol{G}:=\left\{\boldsymbol{F}^{p}, \xi_{\alpha}, H^{p}\right\} \tag{2.66}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{F}:=\boldsymbol{F}^{e} \boldsymbol{F}^{p}, \quad \text { and } \quad H:=H^{e}+H^{p} \tag{2.67}
\end{equation*}
$$

In the single crystal model, the in ternal energy function $\hat{E}$ depends on lattice distorsion, which is characterized by the elastic part $\boldsymbol{F}^{e}$ of the deformation gradien t , on the configurational entropy $H^{e}$ and on the hardening in ternal variables. Assuming here for simplicity that the thermoelastic and hardening con tributions are uncoupled, we consider for the internal energy $E$ the functional form

$$
\begin{equation*}
E:=\hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right)+\hat{\mathcal{H}}\left(\xi_{\alpha}\right) \tag{2.68}
\end{equation*}
$$

where $\overline{\boldsymbol{C}}^{e}:=\boldsymbol{F}^{e T} \boldsymbol{F}^{e}$ is the elastic right Cauchy-Green deformation tensor, to be viewed as a second order covariant tensor at the (locally defined) in termediate configuration.

Pr oposition 2.1. The material time derivative of the elastic right Cauc hy-Green deformation tensor $\overline{\boldsymbol{C}}^{e}$ can be written as:

$$
\begin{equation*}
\frac{1}{2} \dot{\bar{C}}^{e}:=\overline{\boldsymbol{D}}-\overline{\boldsymbol{D}}^{p} \tag{2.69}
\end{equation*}
$$

where

$$
\begin{array}{rlrl}
\overline{\boldsymbol{D}}^{p}:=\operatorname{sym}\left[\overline{\boldsymbol{C}}^{e} \overline{\boldsymbol{L}}^{p}\right], & \text { where } & \overline{\boldsymbol{L}}^{p}:=\dot{\boldsymbol{F}}^{p} \boldsymbol{F}^{p-1} & \\
\overline{\boldsymbol{D}}:=\operatorname{sym}\left[\overline{\boldsymbol{C}}^{e} \overline{\boldsymbol{L}}\right], & \text { where } & \overline{\boldsymbol{L}}:=\boldsymbol{F}^{e-1} \boldsymbol{l} \boldsymbol{F}^{e} \quad \text { and } \quad l:=\dot{\boldsymbol{F}} \boldsymbol{F}^{-1} \tag{2.70}
\end{array}
$$

Here $\overline{\boldsymbol{D}}^{p}$ and $\overline{\boldsymbol{D}}$ are, respectively, the plastic and total deformation rate tensors. W e regard these tensors as covariant tensors defined in the local in termediate configuration, as the symmetric part of the two-points (contravariant-covariant) plastic and total velocity gradient tensors at the intermediate configuration $\overline{\boldsymbol{L}}^{p}$ and $\overline{\boldsymbol{L}}$, respectively, where the elastic right Cauchy-Green tensor $\overline{\boldsymbol{C}}^{e}$ act as the metric tensor in the in termediate configuration. Consisten tly with these definitions, the (t w o-point) total velocit gradient tensor $\overline{\boldsymbol{L}}$ can be view ed as the pull-back to the local intermediate configuration of the ( t w o-point) spatial velocity gradient tensor $\boldsymbol{l}$, with the elastic part of the deformation gradient tensor $\boldsymbol{F}^{e}$.

Pr oposition 2.2. Using the expressions derived above, the following relationship hold

$$
\begin{align*}
\partial_{\bar{C}^{e}} \hat{E}: \dot{\boldsymbol{C}}^{e} & :=2 \partial_{\bar{C}^{e}} \hat{E}: \overline{\boldsymbol{D}}-2 \partial_{\bar{C}^{e}} \hat{E}: \overline{\boldsymbol{D}}^{p}  \tag{2.71}\\
& :=\left(\boldsymbol{F}^{e} 2 \partial_{\bar{C}^{e}} \hat{E} \boldsymbol{F}^{p-T}\right): \dot{\boldsymbol{F}}-\left(\boldsymbol{F}^{e T} \boldsymbol{F}^{e} 2 \partial_{\bar{C}^{e}} \hat{E} \boldsymbol{F}^{p-T}\right): \dot{\boldsymbol{F}}^{p}
\end{align*}
$$

Using the expressions deriv ed above, the restriction placed by the second law through the Clausius-Plank inequalit y, yield the following constitutive equations and reduced internal dissipation

$$
\begin{align*}
\bar{S} & :=2 \partial_{\bar{C}^{e}} \hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right) \\
\Theta & :=\partial_{H^{e}} \hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right), \\
\beta^{\alpha} & :=-\partial_{\xi_{\alpha}} \hat{\mathcal{H}}\left(\xi_{\alpha}\right),  \tag{2.72}\\
\mathcal{D}_{i n t} & :=\overline{\boldsymbol{S}}: \overline{\boldsymbol{D}}^{p}+\Theta \dot{H}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha} \geq 0,
\end{align*}
$$

where $\bar{S}$ is the (contravariant) second Piola-Kirc hhoff stress tensor relative to the intermediate configuration.

Alternatively, we can get the following constitutive equations and reduced in ternal dissipation

$$
\begin{align*}
\boldsymbol{P} & :=\boldsymbol{F}^{e} 2 \partial_{\bar{C}^{e}} \hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right) \boldsymbol{F}^{p-T}, \\
\Theta & :=\partial_{H^{e}} \hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right), \\
\beta^{\alpha} & :=-\partial_{\xi_{\alpha}} \hat{\mathcal{H}}\left(\xi_{\alpha}\right),  \tag{2.73}\\
\mathcal{D}_{\text {int }} & :=\left(\boldsymbol{F}^{e T} \boldsymbol{P}\right): \dot{\boldsymbol{F}}^{p}+\Theta \dot{H}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha} \geq 0,
\end{align*}
$$

where the (t wo-points) nominal or first Piola-Kirchhoff stress tensor $\boldsymbol{P}$ can be expressed in terms of the (contravariant) second Piola-Kirc hhoff stress tensor at the in termediate configuration, through classical pull-back/push-forw ard operations, leading to the relationship $\boldsymbol{P}=\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{p-T}$. Furthermore the t wo-points stress tensor, beteren the intermediate and the reference configuration, defined as $\overline{\boldsymbol{P}}:=\boldsymbol{F}^{e T} \boldsymbol{P}$ can be view ed as the conjugate tensor of the rate of the plastic deformation gradien $\dot{\boldsymbol{F}}^{p}$. Note also that balance of angular momentum leading to the symmetry restriction on the second Piola-Kirchhoff stress tensor at the in termediate configuration $\overline{\boldsymbol{S}}=\overline{\boldsymbol{S}}^{T}$, implies the equiv alent restriction $\boldsymbol{F}^{e-1} \boldsymbol{P} \boldsymbol{F}^{p T}=\boldsymbol{F}^{p} \boldsymbol{P}^{T} \boldsymbol{F}^{e-1}$ on the nominal Piola-Kirchhoff stress tensor $\boldsymbol{P}$.

An equiv alent expression for the reduced internal dissipation taks the form

$$
\begin{equation*}
\mathcal{D}_{\text {int }}:=\overline{\boldsymbol{\Sigma}}: \overline{\boldsymbol{L}}^{p}+\Theta \dot{H}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha}, \tag{2.74}
\end{equation*}
$$

where $\overline{\boldsymbol{\Sigma}}:=\overline{\boldsymbol{C}}^{e} \overline{\boldsymbol{S}}$ has been introduced as conjugate tensor of the plastic velocity gradient at the intermediate configuration. Note, also that balance of angular momentum leads to the restriction $\overline{\boldsymbol{C}}^{e-1} \overline{\boldsymbol{\Sigma}}=\overline{\boldsymbol{\Sigma}}^{T} \overline{\boldsymbol{C}}^{e-T}$.

Here, $\boldsymbol{P}$ is the (two-point) nominal first Piola-Kirchhoff stress tensor, $\overline{\boldsymbol{S}}$ is the (contravariant) second Piola-Kirc hhoff stress tensor at the in termediate configuration and note again, that the elastic right Cauchy-Green tensor pla y the role of metric tensor at the in termediate configuration in the definition of the ( t wo-point) stress tensor $\overline{\boldsymbol{\Sigma}}$ as stress conjugate of the (two-point) plastic velocity gradient tensor at the intermediate configuration $\overline{\boldsymbol{L}}^{p}$.

Within a coupled thermomechanical framew ork the reduced internal dissipation can be splitted into a mechanical and a thermal dissipation, according to

$$
\begin{equation*}
\mathcal{D}_{\text {int }}:=\mathcal{D}_{\text {mech }}+\mathcal{D}_{\text {ther }} \tag{2.75}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{D}_{\text {mech }}:=\overline{\boldsymbol{S}}: \overline{\boldsymbol{D}}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha}=\overline{\boldsymbol{\Sigma}}: \overline{\boldsymbol{L}}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha}, \quad \mathcal{D}_{\text {ther }}:=\Theta \dot{H}^{p} . \tag{2.76}
\end{equation*}
$$

Assuming a yield criterion of the form $\Phi=\hat{\Phi}\left(\overline{\boldsymbol{S}}, \Theta, \beta^{\alpha}\right)$, the evolution law of the internal variables take the form

$$
\begin{align*}
\overline{\boldsymbol{D}}^{p} & :=\gamma \partial_{\bar{S}} \hat{\Phi}\left(\overline{\boldsymbol{S}}, \Theta, \beta^{\alpha}\right), \\
\dot{H}^{p} & :=\gamma \partial_{\Theta} \hat{\Phi}\left(\overline{\boldsymbol{S}}, \Theta, \beta^{\alpha}\right),  \tag{2.77}\\
\dot{\xi}_{\alpha} & :=\gamma \partial_{\beta^{\alpha}} \hat{\Phi}\left(\overline{\boldsymbol{S}}, \Theta, \beta^{\alpha}\right) .
\end{align*}
$$

Alternatively, assuming a yield critrerion of the form $\Phi=\tilde{\Phi}\left(\bar{\Sigma}, \Theta, \beta^{\alpha}\right)$, the evolution law of the internal variables take the form

$$
\begin{align*}
\overline{\boldsymbol{L}}^{p} & :=\gamma \partial_{\bar{\Sigma}} \tilde{\Phi}\left(\overline{\boldsymbol{\Sigma}}, \Theta, \beta^{\alpha}\right), \\
\dot{H}^{p} & :=\gamma \partial_{\Theta} \tilde{\Phi}\left(\overline{\boldsymbol{\Sigma}}, \Theta, \beta^{\alpha}\right),  \tag{2.78}\\
\dot{\xi}_{\alpha} & :=\gamma \partial_{\beta^{\alpha}} \tilde{\Phi}\left(\overline{\boldsymbol{\Sigma}}, \Theta, \beta^{\alpha}\right) .
\end{align*}
$$

Remark 2.4. The represen tative thermoplastic model showed above has been defined by the internal energy $E=\hat{E}\left(\overline{\boldsymbol{C}}^{e}, H^{e}\right)+\mathcal{H}\left(\xi_{\alpha}\right)$ as a function of the elastic right CauchyGreen tensor (at the in termediate configuration) and the elastic part of the ettropy plus a hardening potential as a function of the internal hardening variables. Alternativ elywe can adopt the absolute temperature in place of the elastic en tropy as an independen variable by introducing the free energy function $\Psi=\hat{\Psi}\left(\bar{C}^{e}, \Theta\right)+\hat{\mathcal{H}}\left(\xi_{\alpha}\right)$ via the standard Legendre transformation $\hat{\Psi}=\hat{E}-\Theta H^{e}$.

In terms of the free energy, the internal dissipation takes the form

$$
\begin{equation*}
\mathcal{D}_{\text {int }}:=\boldsymbol{P}: \dot{\boldsymbol{F}}+H^{e} \dot{\Theta}-\dot{\Psi}+\Theta \dot{H}^{p} \geq 0 \tag{2.79}
\end{equation*}
$$

with $\mathcal{D}_{\text {int }}:=\mathcal{D}_{\text {mech }}+\mathcal{D}_{\text {ther }}$, where

$$
\begin{equation*}
\mathcal{D}_{\text {mech }}:=\boldsymbol{P}: \dot{\boldsymbol{F}}+H^{e} \dot{\Theta}-\dot{\Psi} \geq 0, \quad \text { and } \quad \mathcal{D}_{\text {ther }}:=\Theta \dot{H}^{p} \tag{2.80}
\end{equation*}
$$

Taking the time deriv ative of the free energy function and applying the chain rule, a straightforw ard argumen $t$ yields the following constitutiv e equations and reduced dissipation inequality

$$
\begin{align*}
\overline{\boldsymbol{S}} & :=2 \partial_{\bar{C}^{e}} \hat{\Psi}\left(\overline{\boldsymbol{C}}^{e}, \Theta\right), \\
H^{e} & :=-\partial_{\Theta} \hat{\Psi}\left(\overline{\boldsymbol{C}}^{e}, \Theta\right),  \tag{2.81}\\
\beta^{\alpha} & :=-\partial_{\xi_{\alpha}} \hat{\mathcal{H}}\left(\xi_{\alpha}\right), \\
\mathcal{D}_{\text {int }} & :=\overline{\boldsymbol{S}}: \overline{\boldsymbol{D}}^{p}+\Theta \dot{H}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha} \geq 0,
\end{align*}
$$

Using the additiv e split of the total entrow into the elastic and plastic parts, the additive split of the internal dissipation into mec hanical and thermal, and the constitutiv e equation obtained for the elastic part of the entropy, the reduced energy equation can be expressed in the alternative temperature-form as:

$$
\begin{equation*}
c_{0} \dot{\Theta}=-\operatorname{DIV}[Q]+R-\mathcal{H}^{e p}+\mathcal{D}_{\text {mech }} \tag{2.82}
\end{equation*}
$$

where $c_{0}:=-\Theta \partial_{\Theta \Theta}^{2} \hat{\Psi}\left(\overline{\boldsymbol{C}}^{e}, \Theta\right)$ is the reference heat capacity, $\mathcal{H}^{e p}:=-\Theta \partial_{\theta \bar{C}^{e}}^{2} \hat{\Psi}\left(\overline{\boldsymbol{C}}^{e}, \Theta\right): \dot{\overline{\boldsymbol{C}}}^{e}$ is the elastoplastic structural heating and $\mathcal{D}_{\text {mech }}:=\overline{\boldsymbol{S}}: \overline{\boldsymbol{D}}^{p}+\beta^{\alpha} \dot{\xi}_{\alpha}$ is the reduced (plastic) mechanical dissipation.

### 2.5 V ariational Formulation. Weak Form of the IBVP Including Frictional Contact Constraints

(A) Configuration and admissible temperature spaces. Let the configuration space and the admissible temperature space for the body $\mathcal{B}^{(i)}$ be defined by the inifinite dimensional configuration manifolds, denoted here respectiv ely as

$$
\begin{align*}
\mathcal{C}_{\text {mech }}^{(i)} & :=\left\{\varphi^{(i)} \in W^{1, p}\left(\Omega^{(i)}\right)^{n_{d i m}}: \operatorname{det}\left[D \varphi^{(i)}\right]>0 \text { in } \Omega^{(i)} \quad \text { and }\left.\quad \varphi^{(i)}\right|_{\Gamma_{\varphi}^{(i)}}=\bar{\varphi}^{(i)}\right\}  \tag{2.83}\\
\mathcal{C}_{\text {ther }}^{(i)} & :=\left\{\Theta^{(i)} \in W^{1, q}\left(\Omega^{(i)}\right)^{n_{d i m}}: \Theta^{(i)}>0 \text { in } \Omega^{(i)} \quad \text { and }\left.\quad \Theta^{(i)}\right|_{\Gamma_{\Theta}^{(i)}}=\bar{\Theta}^{(i)}\right\}
\end{align*}
$$

where $W^{1, p}\left(\Omega^{(i)}\right)$ is the Sobolev space of order $(1, p)$ for some $p$ such that $2 \leq p<\infty$.
(B) Admissible variations spaces. Associated with the configuration and admissible temperature manifolds, we have the tangent (linear) spaces of (time independen $t$ ) material displacemen ts and temperature test functions, respectiely, defined as

$$
\begin{align*}
& \mathcal{V}_{0}^{(i)}:=\left\{\boldsymbol{\eta}_{0}^{(i)}: \bar{\Omega}^{(i)} \rightarrow \mathbb{R}^{n d i m}\left|\eta_{0}^{(i)}\right|_{\Gamma_{\varphi}^{(i)}}=0\right\} \\
& \mathcal{T}_{0}^{(i)}:=\left\{\zeta_{0}^{(i)}: \bar{\Omega}^{(i)} \rightarrow \mathbb{R}^{n_{d i m}}\left|\zeta_{0}^{(i)}\right|_{\Gamma_{\theta}^{(i)}}=0\right\} \tag{2.84}
\end{align*}
$$

(C) $W$ eak form of the IBVPUsing standard procedures, the weak form of the momentum balance and reduced energy equations can be formally justified by taking the $L_{2}$-inner product of $(2.47)_{1,2}$ and $(2.47)_{3}$ with an $y \boldsymbol{\eta}_{0}^{(i)} \in \mathcal{V}_{0}^{(i)}$ and any $\zeta_{0}^{(i)} \in \mathcal{T}_{0}^{(i)}$, respectively, and making a straigh tforw ard use of the divergence theorem, leading to the follo wing expressions:

$$
\begin{align*}
\left\langle\dot{\varphi}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle & =\left\langle\boldsymbol{V}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle \\
\left\langle\rho_{0}^{(i)} \dot{\boldsymbol{V}}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle+\left\langle\boldsymbol{P}^{(i)}, \operatorname{GRAD}\left[\boldsymbol{\eta}_{0}^{(i)}\right]\right\rangle & =\left\langle\boldsymbol{B}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle+\left\langle\overline{\boldsymbol{t}}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle_{\Gamma_{\Gamma^{(i)}}}+\left\langle\boldsymbol{t}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle_{\Gamma^{(i)}} \\
\left\langle\Theta^{(i)} \dot{H}^{(i)}, \zeta_{0}^{(i)}\right\rangle-\left\langle\boldsymbol{Q}^{(i)}, \operatorname{GRAD}\left[\zeta_{0}^{(i)}\right]\right\rangle & =\left\langle R^{(i)}+\mathcal{D}_{\text {int }}^{(i)}, \zeta_{0}^{(i)}\right\rangle-\left\langle\bar{Q}^{(i)}, \zeta_{0}^{(i)}\right\rangle_{\Gamma_{Q}^{(i)}}-\left\langle Q^{(i)}, \zeta_{0}^{(i)}\right\rangle_{\Gamma^{(i)}} \tag{2.85}
\end{align*}
$$

which m ust hold for any (material) test function $\boldsymbol{\eta}_{0}^{(i)} \in \mathcal{V}_{0}^{(i)}$ and $\zeta_{0}^{(i)} \in \mathcal{T}_{0}^{(i)}$. Here $\langle\cdot, \cdot\rangle$ denotes the $L_{2}\left(\Omega^{(i)}\right)$-inner product and with a sligh t abuse in notation $\langle\cdot, \cdot\rangle_{\Gamma_{o}^{(i)}},\langle\cdot, \cdot\rangle_{\Gamma_{Q}^{(i)}}$ and $\langle\cdot, \cdot\rangle_{\Gamma^{(i)}}$ denote the $L_{2}\left(\Gamma_{\sigma}^{(i)}\right), L_{2}\left(\Gamma_{Q}^{(i)}\right)$ and $L_{2}\left(\Gamma^{(i)}\right)$-inner products on the boundaries $\Gamma_{\sigma}^{(i)}$, $\Gamma_{Q}^{(i)}$ and $\Gamma^{(i)}$, respectively.

Denoting b y $G_{d y n, \text { mech }}^{(i)}\left(\boldsymbol{V}^{(i)}, \boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)$ and $G_{s t a t, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)$ the dynamic and quasistatic weak forms of the momertum balance equations, respectively, excluding frictional contact contributions, and by $G_{c, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)$ the frictional contact contribution to the weak form of the momentum balance equations, respectiv ely defined as

$$
\begin{align*}
G_{d y n, \text { mech }}^{(i)}\left(\boldsymbol{V}^{(i)}, \boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right) & :=\left\langle\rho_{0}^{(i)} \dot{\boldsymbol{V}}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle+G_{s t a t, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right) \\
G_{\text {stat, mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right) & :=\left\langle\boldsymbol{P}^{(i)}, \operatorname{GRAD}\left[\boldsymbol{\eta}_{0}^{(i)}\right]\right\rangle-\left\langle\boldsymbol{B}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle-\left\langle\overline{\boldsymbol{t}}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle_{\Gamma_{o}^{(i)}}  \tag{2.86a}\\
G_{c, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right) & :=-\left\langle\boldsymbol{t}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle_{\Gamma^{(i)}}=-\left\langle\boldsymbol{P}^{(i)} \cdot \boldsymbol{N}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle_{\Gamma^{(i)}}
\end{align*}
$$

and denoting by $G_{d y n, t h e r}^{(i)}\left(\Theta^{(i)}, \boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)$ and $G_{\text {stat,ther }}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)$ the dynamic (transien t ) and quasi-static weak forms of the energy balance equations, respectiv ely, excluding ther-
mal frictional con tact contributions, and by $G_{c, \text { ther }}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)$ the thermal frictional con tact contribution to the w eak form of the momertum balance equations, respectiv ely defined as

$$
\begin{align*}
G_{d y n, \text { ther }}^{(i)}\left(\Theta^{(i)}, H^{(i)}, Q^{(i)} ; \zeta_{0}^{(i)}\right) & :=\left\langle\Theta^{(i)} \dot{H}^{(i)}, \zeta_{0}^{(i)}\right\rangle+G_{\text {stat,ther }}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right) \\
G_{s t a t, t h e r}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right) & :=-\left\langle Q^{(i)}, \operatorname{GRAD}\left[\zeta_{0}^{(i)}\right]\right\rangle-\left\langle R^{(i)}+\mathcal{D}_{\text {int }}^{(i)}, \zeta_{0}^{(i)}\right\rangle+\left\langle\bar{Q}^{(i)}, \zeta_{0}^{(i)}\right\rangle_{\Gamma_{Q}^{(i)}} \\
G_{c, \text { ther }}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right) & :=\left\langle Q^{(i)}, \zeta_{0}^{(i)}\right\rangle_{\Gamma^{(i)}}=\left\langle\boldsymbol{Q}^{(i)} \cdot \boldsymbol{N}^{(i)}, \zeta_{0}^{(i)}\right\rangle_{\Gamma^{(i)}} \tag{2.86b}
\end{align*}
$$

the weak form of the momentum balance and energy equations for body $\mathcal{B}^{(i)}$ can be expressed in short hand notation as

$$
\left.\begin{array}{rl}
\left\langle\dot{\boldsymbol{\varphi}}^{(i)}-\boldsymbol{V}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle & =0  \tag{2.87}\\
G_{d y n, \text { mech }}^{(i)}\left(\boldsymbol{V}^{(i)}, \boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)+G_{c, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right) & =0 \\
G_{d y n, \text { ther }}^{(i)}\left(\Theta^{(i)}, H^{(i)}, \boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)+G_{c, \text { ther }}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right) & =0
\end{array}\right\} \quad \forall \boldsymbol{\eta}_{0}^{(i)} \in \mathcal{V}_{0}^{(i)}, \zeta_{0}^{(i)} \in \mathcal{T}_{0}^{(i)}
$$

For the m ulti-body dynamics system, the momenum balance and energy equations tak e the form

$$
\left.\begin{array}{r}
\sum_{i=1}^{n}\left\langle\dot{\varphi}^{(i)}-\boldsymbol{V}^{(i)}, \boldsymbol{\eta}_{0}^{(i)}\right\rangle=0 \\
\sum_{i=1}^{n} G_{d y n, \text { mech }}^{(i)}\left(\boldsymbol{V}^{(i)}, \boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)+\sum_{i=1}^{n} G_{c, \text { mech }}^{(i)}\left(\boldsymbol{P}^{(i)} ; \boldsymbol{\eta}_{0}^{(i)}\right)=0  \tag{2.88}\\
\sum_{=1}^{n} G_{d y n, \text { ther }}^{(i)}\left(\Theta^{(i)}, H^{(i)}, \boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)+\sum_{i=1}^{n} G_{c, t h e r}^{(i)}\left(\boldsymbol{Q}^{(i)} ; \zeta_{0}^{(i)}\right)=0
\end{array}\right\} \forall \boldsymbol{\eta}_{0}^{(i)} \in \mathcal{V}_{0}^{(i)}, \zeta_{0}^{(i)} \in \mathcal{T}_{0}^{(i)}
$$

In particular, for two intertacting bodies $\mathcal{B}^{(1)}$ and $\mathcal{B}^{(2)}$, the frictional contact mec hanical and thermal con tributions to the weak form of the mometum and energy balance equations, at the material con tact poits $\boldsymbol{X} \in \Gamma^{(1)}$ and $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t) \in \Gamma^{(2)}$, at any time $t \in \mathbb{I}$, take the form

$$
\begin{align*}
\hat{G}_{c, \text { mech }}^{(1,2)}\left(\boldsymbol{P}^{(1)}, \boldsymbol{P}^{(2)} ; \boldsymbol{\eta}_{0}^{(1)}, \boldsymbol{\eta}_{0}^{(2)}\right) & :=G_{c, \text { mech }}^{(1)}\left(\boldsymbol{P}^{(1)} ; \boldsymbol{\eta}_{0}^{(1)}\right)+G_{c, \text { mech }}^{(2)}\left(\boldsymbol{P}^{(2)} ; \boldsymbol{\eta}_{0}^{(2)}\right) \\
\hat{G}_{c, \text { ther }}^{(1,2)}\left(\boldsymbol{Q}^{(1)}, \boldsymbol{Q}^{(2)} ; \zeta_{0}^{(1)}, \zeta_{0}^{(2)}\right) & :=G_{c, \text { ther }}^{(1)}\left(\boldsymbol{Q}^{(1)} ; \zeta_{0}^{(1)}\right)+G_{c, \text { ther }}^{(2)}\left(\boldsymbol{Q}^{(2)} ; \zeta_{0}^{(2)}\right) \tag{2.89}
\end{align*}
$$

The weak form of the equilibrium conditions at the contact interface given by (2.60), can be expressed as

$$
\begin{align*}
\left\langle\boldsymbol{t}^{(1)}(\boldsymbol{X}, t), \boldsymbol{\eta}_{0}^{(2)}\right\rangle_{\Gamma^{(1)}}+\left\langle\boldsymbol{t}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t), \boldsymbol{\eta}_{0}^{(2)}\right\rangle_{\Gamma^{(2)}} & =0  \tag{2.90}\\
\left\langle Q_{h c}^{(1)}(\boldsymbol{X}, t), \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(1)}}+\left\langle Q_{h c}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t), \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(2)}} & =0
\end{align*}
$$

and the weak form of (2.61) tak es the form

$$
\begin{equation*}
\left\langle\mathcal{D}_{\text {fric }}(\boldsymbol{X}, t), \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(1)}}=\left\langle R_{\text {fric }}^{(1)}(\boldsymbol{X}, t), \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(1)}}+\left\langle R_{f r i c}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t), \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(2)}} \tag{2.91}
\end{equation*}
$$

Using (2.86) and (2.89)-(2.91) the mechanical and thermal frictional con tact contributions to the weak form of the momertum and energy balance equations, at the material contact
points $\boldsymbol{X} \in \Gamma^{(1)}$ and $\overline{\boldsymbol{Y}}(\boldsymbol{X}, t) \in \Gamma^{(2)}$, at any time $t \in \mathbb{I}$, take the simple form

$$
\begin{align*}
G_{c, \text { mech }}^{(1,2)}\left(\boldsymbol{P}^{(1)} ; \boldsymbol{\eta}_{0}^{(1)}, \boldsymbol{\eta}_{0}^{(2)}\right) & :=-\left\langle\boldsymbol{t}^{(1)}, \boldsymbol{\eta}_{0}^{(1)}-\boldsymbol{\eta}_{0}^{(2)}\right\rangle_{\Gamma^{(1)}} \\
G_{c, \text { ther }}^{(1,2)}\left(\boldsymbol{Q}^{(1)} ; \zeta_{0}^{(1)}, \zeta_{0}^{(2)}\right) & :=\left\langle Q_{h c}^{(1)}-R_{\text {fric }}^{(1)}, \zeta_{0}^{(1)}-\zeta_{0}^{(2)}\right\rangle_{\Gamma^{(1)}}-\left\langle\mathcal{D}_{\text {fric }}, \zeta_{0}^{(2)}\right\rangle_{\Gamma^{(1)}} \tag{2.92}
\end{align*}
$$

where the relation $\boldsymbol{t}^{(1)}:=\boldsymbol{P}^{(1)} \cdot \boldsymbol{N}^{(1)}$, and the argumen ts in $\boldsymbol{t}^{(1)}(\boldsymbol{X}, t), \quad \boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})$ and $\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))$ have been implicitly considered.

### 2.6 Linearization of the Frictional Contact and Thermal Kinematics

(A) Directional derivative. Giv en the configurations $\varphi^{(i)}$ and the admissible variations $\boldsymbol{\eta}_{0}^{(i)}$, for the bodies $\mathcal{B}^{(i)}, i=1,2$, we define the perturbed configurations $\varphi_{\epsilon}^{(i)}$ as

$$
\begin{equation*}
\varphi_{\epsilon}^{(i)}:=\varphi^{(i)}+\epsilon \eta_{0}^{(i)} \tag{2.93}
\end{equation*}
$$

where the $\epsilon$ is a scalar perturbation parameter (not to be confused with the penalty parameters $\epsilon_{N}$ and $\epsilon_{T}$ ).

Then, for an arbitrary field $A\left(\boldsymbol{X}, \varphi^{(1)}, \varphi^{(2)}\right)$ given for any $\boldsymbol{X} \in \Gamma^{(1)}$, the linearized variation $\delta A\left(\boldsymbol{X}, \varphi^{(1)}, \varphi^{(2)}\right)$ is defined through the use of the directional deriv ative, as

$$
\begin{equation*}
\delta A\left(\boldsymbol{X}, \varphi^{(1)}, \varphi^{(2)}\right):=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} A\left(\boldsymbol{X}, \varphi_{\epsilon}^{(1)}, \varphi_{\epsilon}^{(2)}\right) \tag{2.94}
\end{equation*}
$$

(B) Linearized variation of the gap function $g_{N}$. Using the definition of the gap function $g_{N}(\boldsymbol{X}, t)$ given by (2.3) and exploiting the definition of directional deriv ative (2.94), the linearized variation of the gap function $g_{N}(\boldsymbol{X}, t)$ takes the form

$$
\begin{align*}
\delta g_{N}= & -\left[\boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})-\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))-\boldsymbol{\tau}_{\alpha}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t) \delta \bar{\xi}^{\alpha}(\boldsymbol{X}, t)\right] \cdot \boldsymbol{\nu}  \tag{2.95}\\
& -\left[\boldsymbol{\varphi}^{(1)}(\boldsymbol{X}, t)-\boldsymbol{\varphi}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t)\right] \cdot \delta \boldsymbol{\nu}
\end{align*}
$$

Using the relation $\tau_{\alpha} \in T_{\nu} S^{2}$ along with (2.3) and the constrain $\mathrm{t} \delta \nu \in T_{\nu} S^{2}$ the directional derivative (2.95) can be written as

$$
\begin{equation*}
\delta g_{N}=-\left[\boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})-\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right] \cdot \boldsymbol{\nu} \tag{2.96}
\end{equation*}
$$

(C) Linearized variation of the contact parent coordinate $\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)$. The linearized variation of the contact parent coordinate $\overline{\boldsymbol{\xi}}(\boldsymbol{X}, t)$ can be obtained in the following way. Using the definition of closest-point projection, the following normalit y condition holds for $\alpha=1,2$,

$$
\begin{equation*}
\left[\varphi^{(1)}(\boldsymbol{X}, t)-\varphi^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t), t)\right] \cdot \boldsymbol{\tau}_{\alpha}=0 \tag{2.97}
\end{equation*}
$$

The directional derivative of (2.97) leads to the following k ey expression

$$
\begin{equation*}
A_{\alpha \beta} \delta \bar{\xi}^{\beta}=\left[\boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})-\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right] \cdot \boldsymbol{\tau}_{\alpha}-g_{N}(\boldsymbol{X}, t) \boldsymbol{\nu} \cdot \boldsymbol{\eta}_{0, \alpha}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)) \tag{2.98}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\alpha \beta}=m_{\alpha \beta}+g_{N} \kappa_{\alpha \beta} \tag{2.99}
\end{equation*}
$$

Determination of $\delta \bar{\xi}^{\alpha}$ thus, will requires in version of a two by two symmetric matrix $\boldsymbol{A}=$ $\left[A_{\alpha \beta}\right]$, with components $A_{\alpha \beta}$ defined by (2.99). Denoting by $A^{\alpha \beta}$ the componen ts of the inverse matrix $\boldsymbol{A}^{-1}=\left[A^{\alpha \beta}\right]$ the linearized variation $\delta \bar{\xi}^{\alpha}$ takes the form

$$
\begin{equation*}
\delta \bar{\xi}^{\alpha}=A^{\alpha \beta}\left\{\left[\boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})-\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right] \cdot \boldsymbol{\tau}_{\beta}-g_{N}(\boldsymbol{X}, t) \boldsymbol{\nu} \cdot \boldsymbol{\eta}_{0, \beta}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right\} \tag{2.100}
\end{equation*}
$$

When $g_{N}=0$ then $A_{\alpha \beta}=m_{\alpha \beta}, A^{\alpha \beta}=m^{\alpha \beta}$ and (2.100) simplifies to

$$
\begin{equation*}
\left.\delta \bar{\xi}^{\alpha}\right|_{g_{N}=0}=\left[\boldsymbol{\eta}_{0}^{(1)}(\boldsymbol{X})-\boldsymbol{\eta}_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t))\right] \cdot \boldsymbol{\tau}^{\alpha} \tag{2.101}
\end{equation*}
$$

(D) Linearized variation of $\delta g_{N}$. Following a standard use of the directional deriv ative and after a reasonable amoun t of algebra, the linearization of $\delta g_{N}$ given by (2.96), leads to

$$
\begin{align*}
\Delta\left(\delta g_{N}\right) & =g_{N}\left(\boldsymbol{\nu} \cdot \boldsymbol{\eta}_{0, \alpha}^{(2)}+\kappa_{\alpha \gamma} \delta \bar{\xi}^{\gamma}\right) m^{\alpha \beta}\left(\boldsymbol{\nu} \cdot \Delta \varphi_{, ~(2)}^{(2)}+\kappa_{\beta \delta} \Delta \bar{\xi}^{\delta}\right) \\
& +\boldsymbol{\nu} \cdot\left(\delta \bar{\xi}^{\alpha} \Delta \varphi_{, \alpha}^{(2)}+\Delta \bar{\xi}^{\alpha} \boldsymbol{\eta}_{0, \alpha}^{(2)}\right)+\kappa_{\alpha \beta} \delta \bar{\xi}^{\alpha} \Delta \bar{\xi}^{\beta} \tag{2.102}
\end{align*}
$$

(E) Linearized variation of $\delta \bar{\xi}^{\alpha}$. The linearized variation of $\delta \bar{\xi}^{\alpha} \mathrm{m}$ ust be computed implicitly, by computing the directional deriv ative of (2.100). Since the calculation is quite lengthy we merely state the result, which is:

$$
\begin{align*}
A_{\alpha \beta} \Delta\left(\delta \bar{\xi}^{\beta}\right) & =-\left(\boldsymbol{\tau}_{\alpha} \cdot \boldsymbol{\eta}_{0, \beta}^{(2)}+g_{N} \boldsymbol{\nu} \cdot \boldsymbol{\eta}_{0, \alpha \beta}^{(2)}\right) \Delta \bar{\xi}^{\beta} \\
& -\left(\boldsymbol{\tau}_{\alpha} \cdot \Delta \boldsymbol{\varphi}_{, \beta}^{(2)}+g_{N} \boldsymbol{\nu} \cdot \Delta \boldsymbol{\varphi}_{, \alpha \beta}^{(2)}\right) \delta \bar{\xi}^{\beta} \\
& +\left(\boldsymbol{\eta}_{0}^{(1)}-\boldsymbol{\eta}_{0}^{(2)}-\delta \bar{\xi}^{\gamma} \boldsymbol{\tau}_{\gamma}\right) \cdot\left(\Delta \boldsymbol{\varphi}_{, \alpha}^{(2)}+\boldsymbol{e}_{\alpha, \beta}(\overline{\boldsymbol{\xi}}) \Delta \bar{\xi}^{\beta}\right)  \tag{2.103}\\
& +\left(\Delta \boldsymbol{\varphi}^{(1)}-\Delta \boldsymbol{\varphi}^{(2)}-\Delta \bar{\xi}^{\gamma} \boldsymbol{\tau}_{\gamma}\right) \cdot\left(\boldsymbol{\eta}_{0, \alpha}^{(2)}+\boldsymbol{e}_{\alpha, \beta}(\overline{\boldsymbol{\xi}}) \delta \bar{\xi}^{\beta}\right) \\
& -\left[\boldsymbol{\tau}_{\alpha} \cdot \boldsymbol{e}_{\beta, \gamma}(\overline{\boldsymbol{\xi}})+g_{N} \boldsymbol{\nu} \cdot \boldsymbol{e}_{\alpha, \beta \gamma}(\overline{\boldsymbol{\xi}})\right] \delta \bar{\xi}^{\beta} \Delta \bar{\xi}^{\gamma}
\end{align*}
$$

P articularizing (2.103) for $g_{N}=0$, after some algebraic manipulation and using (2.23) and (2.96), the linearized variation of $\delta \bar{\xi}^{\alpha}$ at $g_{N}=0$, takes the form:

$$
\begin{align*}
& m_{\alpha \beta} \Delta\left(\delta \bar{\xi}^{\beta}\right)=-\left(\left.\tau_{\alpha} \cdot \boldsymbol{\eta}_{0, \beta}^{(2)} \Delta \bar{\xi}^{\beta}\right|_{g_{N}=0}+\left.\tau_{\alpha} \cdot \Delta \varphi_{, \beta}^{(2)} \delta \bar{\xi}^{\beta}\right|_{g_{N}=0}\right. \\
&-\delta g_{N}\left(\Delta \varphi_{, \alpha}^{(2)} \cdot \boldsymbol{\nu}+\left.\kappa_{\alpha \beta} \Delta \bar{\xi}^{\beta}\right|_{g_{N}=0}\right)  \tag{2.104}\\
&-\Delta g_{N}\left(\boldsymbol{\eta}_{0, \alpha}^{(2)} \cdot \boldsymbol{\nu}+\left.\kappa_{\alpha \beta} \delta \bar{\xi}^{\beta}\right|_{g_{N}=0}\right) \\
&-\left.\left.\boldsymbol{\tau}_{\alpha} \cdot e_{\beta, \gamma}(\bar{\xi}) \delta \bar{\xi}^{\beta}\right|_{g_{N}=0} \Delta \bar{\xi}^{\gamma}\right|_{g_{N}=0} \\
& \hline
\end{align*}
$$

(F) Linearized variation of the thermal gap $g_{\theta}$. Using the definition of the thermal gap $g_{\theta}$ given by $(2.48)_{1}$, its linearized variation at a fixed configuration is trivial and takes the simple form:

$$
\begin{equation*}
\delta g_{\theta}=\zeta_{0}^{(1)}(\boldsymbol{X})-\zeta_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)) \tag{2.105}
\end{equation*}
$$

(G) Linearized variation of the mean gas temperature $\theta_{G}$. Using the definition of the mean gas temperature at the microcavities $\theta_{G}$ given by $(2.48)_{2}$, its linearized variation at a fixed configuration is defined as:

$$
\begin{equation*}
\delta \theta_{G}=h_{\epsilon} \zeta_{0}^{(1)}(\boldsymbol{X})+\left(1-h_{\epsilon}\right) \zeta_{0}^{(2)}(\overline{\boldsymbol{Y}}(\boldsymbol{X}, t)) \tag{2.106}
\end{equation*}
$$

### 2.7 Frictional Cortact Mechanical and Thermal Contributions to the Weak F orm

Starting with the expression for the frictional con tact mec hanical and thermal con tributions given by (2.89), using the split of the frictional contact traction (2.8) and (2.30), the linearized variations (2.96) and (2.100), and the thermal expressions (2.105) and (2.106), the frictional contact mec hanical and thermal con tributions to the weak form can be cor-v niently expressed as

$$
\begin{align*}
& G_{c}^{\text {mech }}\left(\varphi, \eta_{0}\right):=\left\langle t_{N}, \delta g_{N}\right\rangle_{\Gamma^{(1)}}+\left\langle t_{T_{\alpha}}, \delta \bar{\xi}^{\alpha}\right\rangle_{\Gamma^{(1)}}  \tag{2.107}\\
& G_{c}^{\text {ther }}\left(\Theta, \zeta_{0}\right):=\left\langle Q_{h c}, \delta g_{\theta}\right\rangle_{\Gamma^{(1)}}-\left\langle\mathcal{D}_{\text {fric }}, \delta \theta_{G}\right\rangle_{\Gamma^{(1)}} \\
& \hline
\end{align*}
$$

where a short hand notation has been in troduced, denoting as $\varphi \in \mathcal{C}_{\text {mech }}$ and $\boldsymbol{\eta}_{0} \in \mathcal{V}_{0}$ the collection of mappings $\varphi^{(i)} \in \mathcal{C}_{\text {mech }}^{(i)}$ and $\boldsymbol{\eta}_{0}^{(i)} \in \mathcal{V}_{0}^{(i)}, i=1,2$, and $\Theta \in \mathcal{C}_{\text {ther }}$ and $\zeta_{0} \in \mathcal{T}_{0}$ the collection of mappings $\Theta^{(i)} \in \mathcal{C}_{\text {ther }}^{(i)}$ and $\zeta_{0}^{(i)} \in \mathcal{T}_{0}^{(i)}, i=1,2$, such that the restriction of each of the maps $\varphi, \eta_{0}, \Theta$ and $\zeta_{0}$ to the domain $\bar{\Omega}^{(i)}$ gives identically $\varphi^{(i)}, \eta_{0}^{(i)}, \Theta^{(i)}$ and $\zeta_{0}^{(i)}$ respectively.

## 3. THE DISCRETE INITIAL BOUNDARY VALUE PROBLEM INCLUDING FRICTIONAL CONTA CT CONSTRAINTS

The numerical solution of the IBVP including frictional contact constraints at finite strains involves the transformation of an infinite dimensional dynamical system, governed by a system of quasi-linear partial differen tial equations into a sequence of discrete nonlinear algebraic problems b y means of the follo wing towsteps:

Step 1. The infinite dimensional space $Z=\mathcal{C}_{\text {mech }} \times \mathcal{V}_{0} \times \mathcal{C}_{\text {ther }} \times \mathcal{T}_{0}$ is approximated by a finite dimensional space $Z^{h} \subset Z$ via a Galerkin finite element projection. The projection in space of the dynamic weak form of the momentum equations and the reduced energy equations leads to a nonlinear coupled system of ordinary differential equations (ODE's) which describe the time ev olution of nodal degrees of freedom in the time itrerval of interest $I$.

Step 2. The coupled system of nonlinear ordinary differential equations describes the time ev olution in the time in terval of interest, of the nodal degrees of freedom and the internal variables associated with the finite element Galerkin projection. A time discretization of this problem in volves a partition $=\cup_{n=0}^{N}\left[t_{n}, t_{n+1}\right]$ of the time in tervali. Within at ypical time subin tervat ${ }_{n}\left[, t_{n+1}\right]$, a time marching scheme for the adv ancemen t of the configuration, velocity and temperature fields in $Z^{h}$ together with a return mapping algorithm for the adv ancemen $t$ of the internal variables results in a nonlinear algebraic problem which is solved iteratively. The use of an operator split, applied to the coupled system of nonlinear ordinary differen tial equations, and aproduct formula algorithm, leads to a staggered algorithm in which each one of the subproblems defined by the partition is solved sequentially, within the framework of a fractional step metho $d$

### 3.1 Time Integration of the Coupled Problem: Fractional Step Methods

(A) Abstract ev olution problem. Giv en a partition $\mathbb{I}=\cup_{n=0}^{N}\left[t_{n}, t_{n+1}\right]$ of the time interval of interest $\mathbb{I}$, algorithms for the time integration of the coupled initial boundary problem of dynamic thermoplasticity are typically designed by rewriting this system as an abstract first order evolution problem for the primary variables.

Let us consider the follo wing abstract first order ev olution problem:

$$
\begin{align*}
\frac{d}{d t} z(\cdot, t) & =\boldsymbol{A}[z(\cdot, t)]+f(\cdot) \quad \text { in } \Omega \times \mathbb{I}  \tag{3.1}\\
z\left(\cdot, t_{0}\right) & =z_{0}(\cdot) \quad \text { in } \Omega
\end{align*}
$$

where $z(\cdot, t) \in \mathcal{Z}$ lies in a suitable function space $\mathcal{Z}$, typically a Banach space of the Sobolev class, $\boldsymbol{A}[\cdot]$ is a nonlinear elliptic operator, $f$ is a prescribed forcing term and $z_{0} \in \mathcal{Z}$ is some specified initial data. Under suitable tec hnical assumptions the homogeneous ersion of the abstract evolution problem defines a local semi-flow, denoted by

$$
\begin{equation*}
\mathcal{F}_{t}: \mathcal{Z} \times\left[t_{n}, t_{n+1}\right] \rightarrow \mathcal{Z} \tag{3.2}
\end{equation*}
$$

which advances the initial data $z\left(\cdot, t_{0}\right) \in \mathcal{Z}$ to the solution of the abstract evolution problem at time $t$ according to $z(\cdot, t)=\mathcal{F}_{t}\left[z\left(\cdot, t_{0}\right)\right]$ and satisfies $\mathcal{F}_{t+s}=\mathcal{F}_{t} \circ \mathcal{F}_{s}$ for $t \geq s$. In what follows, we shall assume that the tec hnical conditions whic h ensure the existence (at least locally in time) of the flo w hold.

Let $\mathcal{K}_{\Delta t}: \mathcal{Z} \times \mathbb{R} \rightarrow \mathcal{Z}$ be a one-parameter family of maps, referred to as the algorithm in what follo ws, whic $h$ depends continuously on the parameter $\Delta \geq 0$ herein referred to as the time-step. W e shall assume that the algorithm isconsistent with the semi-flo w , and hence the following tw o conditions hold

$$
\begin{equation*}
\lim _{\Delta t \rightarrow 0} \mathcal{K}_{\Delta t}[z]=z \quad \text { and } \quad \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left[\mathcal{K}_{\Delta t}[z]-z\right]=\boldsymbol{A}[z] \tag{3.3}
\end{equation*}
$$

Now the key idea is to introduce an additive operator split $\boldsymbol{A}[\cdot]=\boldsymbol{A}^{1}[\cdot]+\boldsymbol{A}^{2}[\cdot]$, where $\boldsymbol{A}^{1}[\cdot]$ and $\boldsymbol{A}^{2}[\cdot]$ are tw o operators defining the follo wing t wo (hopefully simpler) sub-problems

Problem 1
Problem 2

$$
\begin{equation*}
\frac{d}{d t} z(\cdot, t)=\boldsymbol{A}^{1}[z(\cdot, t)]+f^{1}(\cdot) \quad \frac{d}{d t} z(\cdot, t)=\boldsymbol{A}^{2}[z(\cdot, t)]+f^{2}(\cdot) \tag{3.4}
\end{equation*}
$$

where, additionally, a split of the prescribed forcing terms $f=f^{1}+f^{2}$ has been considered.
Now consider algorithms $\mathcal{K}_{\Delta t}^{1}[\cdot]$ and $\mathcal{K}_{\Delta t}^{2}[\cdot]$, consistent with the flows $\mathcal{F}^{1}$ and $\mathcal{F}^{2}$, respectively. Then the algorithm $\mathcal{K}_{\Delta t}[\cdot]$ is defined by the product formula

$$
\begin{equation*}
\mathcal{K}_{\Delta t}[\cdot]=\left(\mathcal{K}_{\Delta t}^{2} \circ \mathcal{K}_{\Delta t}^{1}\right)[\cdot], \quad \text { in } \quad \mathcal{Z} \times\left[t_{n}, t_{n+1}\right] \tag{3.5}
\end{equation*}
$$

Furthermore, in order that the product formula algorithm defined by(3.5), preserves crucial properties of the flow, i.e. dissipative stability, each one of the algorithms arising from the operator split must be designed to preserve those properties. P articularly in the context of coupled thermoplastic problems, it was first show by Armero \& Simo (1992a, 1992b, 1993) than the classical isothermal operator split does not preserve the a-priori dissipative stability estimate of the con tinuum problem, while their new proposed isentropic operator split preserves this crucial property, leading to an unconditionally stable product form ula staggered algorithm.
(B) Product form ula algorithms for coupled thermomehanical problems. Isentropic split. The governing equations of the coupled thermomechanical evolution problem can be expressed as an abstract first order system of ordinary differen tial equations given by (3.1), in whic $h$ the primary $v$ ariables, operator and prescribed forcing terms are giv en by

$$
z=\left\{\begin{array}{c}
\varphi  \tag{3.6}\\
V \\
H
\end{array}\right\}, \quad \boldsymbol{A}[z]=\left\{\begin{array}{c}
\boldsymbol{V} \\
\frac{1}{\rho_{0}} \operatorname{DIV}[\boldsymbol{P}] \\
-\frac{1}{\Theta} \operatorname{DIV}[\boldsymbol{Q}]+\frac{1}{\Theta} \mathcal{D}_{\text {int }}
\end{array}\right\}, \quad f=\left\{\begin{array}{c}
0 \\
\frac{1}{\rho_{0}} \boldsymbol{B} \\
\frac{1}{\Theta} R
\end{array}\right\} .
$$

Let consider now the follo wingisentropic operator split $\boldsymbol{A}[\cdot]=\boldsymbol{A}_{i \text { ise }}^{1}[\cdot]+\boldsymbol{A}_{\text {ise }}^{2}[\cdot]$, where

$$
\boldsymbol{A}_{i s e}^{1}[z]=\left\{\begin{array}{c}
\boldsymbol{V}  \tag{3.7}\\
\frac{1}{\rho_{0}} \mathrm{DIV}[\boldsymbol{P}] \\
0
\end{array}\right\}, \quad \boldsymbol{A}_{\text {ise }}^{2}[z]=\left\{\begin{array}{c}
0 \\
0 \\
-\frac{1}{\Theta} \operatorname{DIV}[\boldsymbol{Q}]+\frac{1}{\Theta} \mathcal{D}_{i n t}
\end{array}\right\}
$$

together with the associate prescribed forcing terms split given by

$$
\boldsymbol{f}_{i s e}^{1}=\left\{\begin{array}{c}
0  \tag{3.8}\\
\frac{1}{\rho_{0}} \boldsymbol{B} \\
0
\end{array}\right\}, \quad \boldsymbol{f}_{\text {ise }}^{2}=\left\{\begin{array}{c}
0 \\
0 \\
\frac{1}{\Theta} R
\end{array}\right\} .
$$

Use of a product formula algorithm linked to the isentropic operator split leads to a staggered solution time in tegration algorithm in whit one must solve first a mechanical problem (with heat conduction) at constant entropy, follow ed by a thermal heat conduction problem at constant (fixed) configuration. It w as shown by Armero \& Simo (1992a, 1992b,1993), than in sharp contrast with classical staggered solution algorithms based on an isothermal operator split, the isentropic operator split preserves the a-priori dissipative stability estimate of the continuum, leading to an unconditionally stable product formula staggered algorithm. See Armero \& Simo (1992a,1992b,1993) for details on an efficient implementation of the isentropic operator split.
(C) Product form ula algorithms for coupled thermomehanical problems. Isothermal split. The governing equations of the coupled thermomechanical evolution problem can be expressed as an abstract first order system of ordinary differen tial equations given by (3.1), in which the primary v ariables, operator and prescribed forcing terms are giv en by

$$
z=\left\{\begin{array}{l}
\varphi  \tag{3.9}\\
\boldsymbol{V} \\
\Theta
\end{array}\right\}, \quad \boldsymbol{A}[z]=\left\{\begin{array}{c}
\boldsymbol{V} \\
\frac{1}{\rho_{0}} \operatorname{DIV}[\boldsymbol{P}] \\
-\frac{1}{c_{0}} \operatorname{DIV}[\boldsymbol{Q}]-\frac{1}{c_{0}} \mathcal{H}^{e^{p}}+\frac{1}{c_{0}} \mathcal{D}_{\text {mech }}
\end{array}\right\}, \quad f=\left\{\begin{array}{c}
0 \\
\frac{1}{\rho_{0}} \boldsymbol{B} \\
\frac{1}{c_{0}} R
\end{array}\right\}
$$

Let consider now the follo wing isothermal op erator split $\boldsymbol{A}[\cdot]=\boldsymbol{A}_{\text {iso }^{1}}^{1}[\cdot]+\boldsymbol{A}_{i s o}^{2}[\cdot]$, where

$$
\boldsymbol{A}_{i s o}^{1}[z]=\left\{\begin{array}{c}
\boldsymbol{V}  \tag{3.10}\\
\frac{1}{\rho_{0}} \operatorname{DIV}[\boldsymbol{P}] \\
0
\end{array}\right\}, \quad \boldsymbol{A}_{i s o}^{2}[z]=\left\{\begin{array}{c}
0 \\
0 \\
-\frac{1}{c_{0}} \operatorname{DIV}[\boldsymbol{Q}]-\frac{1}{c_{0}} \mathcal{H}^{e_{p}}+\frac{1}{c_{0}} \mathcal{D}_{\text {mech }}
\end{array}\right\}
$$

together with the associate prescribed forcing terms split given by

$$
\boldsymbol{f}_{i s o}^{1}=\left\{\begin{array}{c}
0  \tag{3.11}\\
\frac{1}{\rho_{0}} \boldsymbol{B} \\
0
\end{array}\right\}, \quad \boldsymbol{f}_{\text {iso }}^{2}=\left\{\begin{array}{c}
0 \\
0 \\
\frac{1}{c_{0}} R
\end{array}\right\} .
$$

Use of a product formula algorithm link ed to the isothermal operator split leads to a staggered solution time in tegration algorithm in whid one m ust sole first a mechanical
problem (without heat conduction) at constant temperature, follo wed by a thermal heat conduction problem at constan $t$ (fixed) configuration.

### 3.2 Spatial Discretization: The Galerkin Projection

Consider a spatial discretization $\Omega^{(i)}=\cup_{e=1}^{n_{e l e m}} \Omega_{e}^{(i)}$ of the reference configuration $\Omega^{(i)} \subset$ $\mathbb{R}^{n_{d i m}}$, generically refered as the triangularization and denoted by $\mathcal{T}^{(i) h}$ in what follows, into a disjoint collection of non-overlapping subsets $\Omega_{e}^{(i)}, i=1,2$. We will refer to a typical subset $\Omega_{e}^{(i)}$ as a finite elemen t and denote byh $>0$ the characteristic size of an element in a given triangularization.

Associated with the triangularization $\mathcal{T}^{(i) h}$ one introduces finite dimensional appro ximations $\mathcal{C}_{\text {mech }}^{(i) h} \subset \mathcal{C}_{\text {mech }}^{(i)}$ and $\mathcal{C}_{\text {ther }}^{(i) h} \subset \mathcal{C}_{\text {ther }}^{(i)}$ to the configuration and admissible temperature manifolds $\mathcal{C}_{\text {mech }}^{(i)}$ and $\mathcal{C}_{\text {ther }}^{(i)}$, respectively, defined as

$$
\begin{align*}
& \mathcal{C}_{\text {mech }}^{(i) h}:  \tag{3.12}\\
& \mathcal{C}_{\text {ther }}^{(i)}\left.:=\left\{\varphi^{(i) h} \in \Theta^{(i) h} \in \mathcal{C}_{\text {mech }}^{(i)}: \varphi_{\text {ther }}^{(i) h}: \Theta^{(i) h} \in\left[C^{0}\left(\Omega^{(i)}\right)\right]^{n_{d i m}}\left(\Omega^{(i)}\right)\right] \quad \text { and }\left.\quad \varphi^{(i) h}\right|_{\Omega_{e}^{(i)}} \in\left[P^{k}\left(\Omega_{e}^{(i)}\right)\right]^{n_{d i m}}\right\} \\
&\left.\Omega_{e}^{(i)} \in\left[P^{k}\left(\Omega_{e}^{(i)}\right)\right]\right\},
\end{align*}
$$

where $P^{k}\left(\Omega_{e}^{(i)}\right)$ denotes the space of complete polynomials of degree $k \geq 1$.
The finite dimensional subspaces $\mathcal{V}_{0}^{(i) h} \subset \mathcal{V}_{0}^{(i)}$ and $\mathcal{T}_{0}^{(i) h} \subset \mathcal{T}_{0}^{(i)}$ of material test functions associated with $\mathcal{C}_{\text {mech }}^{(i) h}$ and $\mathcal{C}_{\text {ther }}^{(i) h}$ are defined as

$$
\begin{align*}
& \mathcal{V}_{0}^{(i) h}:=\left\{\boldsymbol{\eta}_{0}^{(i) h} \in \mathcal{V}_{0}^{(i)}: \boldsymbol{\eta}_{0}^{(i) h} \in\left[C^{0}\left(\Omega^{(i)}\right)\right]^{n_{d i m}} \quad \text { and }\left.\quad \boldsymbol{\eta}_{0}^{(i) h}\right|_{\Omega_{e}^{(i)}} \in\left[P^{k}\left(\Omega_{e}^{(i)}\right)\right]^{n_{d i m}}\right\} \\
& \mathcal{T}_{0}^{(i) h}:=\left\{\zeta_{0}^{(i) h} \in \mathcal{T}_{0}^{(i)}: \zeta_{0}^{(i) h} \in\left[C^{0}\left(\Omega^{(i)}\right)\right] \text { and }\left.\zeta_{0}^{(i) h}\right|_{\left.\Omega_{e}^{(i)} \in\left[P^{k}\left(\Omega_{e}^{(i)}\right)\right]\right\} .} .\right. \tag{3.13}
\end{align*}
$$

(A) Galerkin projection of the mechanical and thermal frictional con tact contributions to the weak form. The Galerkin projection of the mechanical and thermal frictional con tact contributions to the w eak form, giv en for the continuum case by (2.107), can be written as

$$
\begin{align*}
G_{c}^{\text {mech }}\left(\varphi^{h}, \boldsymbol{\eta}_{0}^{h}\right) & :=\left\langle t_{N}^{h}, \delta g_{N}^{h}\right\rangle_{\Gamma^{(1)}}+\left\langle t_{T \alpha}^{h}, \delta \bar{\xi}^{\alpha h}\right\rangle_{\Gamma^{(1)^{h}}}  \tag{3.14}\\
G_{c}^{\text {ther }}\left(\Theta^{h}, \zeta_{0}^{h}\right) & :=\left\langle Q_{h c}^{h}, \delta g_{\theta}^{h}\right\rangle_{\Gamma^{(1)}}-\left\langle\mathcal{D}_{f r i c}^{h} \delta \theta_{G}^{h}\right\rangle_{\Gamma^{(1)}{ }^{h}}
\end{align*}
$$

where $(\cdot)^{h}$ denotes the Galerkin projection of $(\cdot)$. In particular, using the short hand notation introduced in (3.68), $\varphi^{h}$ and $\boldsymbol{\eta}_{0}^{h}$ refers to the discrete collection of mappings $\varphi^{(i) h}$ and $\boldsymbol{\eta}_{0}^{(i) h}$, $i=1,2$, such that the restriction of each of the maps $\varphi^{h}$ and $\boldsymbol{\eta}_{0}^{h}$ to the domain $\bar{\Omega}^{(i) h}$ gives identically $\varphi^{(i) h}$ and $\boldsymbol{\eta}_{0}^{(i) h}$, respectively. Analogously, $\Theta^{h}$ and $\zeta_{0}^{h}$ refers to the discrete collection of mappings $\Theta^{(i) h}$ and $\zeta_{0}^{(i) h}, i=1,2$, such that the restriction of each of the maps $\Theta^{h}$ and $\zeta_{0}^{h}$ to the domain $\bar{\Omega}^{(i) h}$ gives identically $\Theta^{(i) h}$ and $\zeta_{0}^{(i) h}$, respectively.

The projections $\delta g_{N}^{h}$ and $\delta \bar{\xi}^{\alpha h}$ are given by (2.96) and (2.100), and the projections $\delta g_{\theta}^{h}$ and $\delta \theta_{G}^{h}$ are given by (2.105) and (2.106), with discrete quan tities replacing their contimous counterparts.
(B) Linearization. The linearization of the mechanical and thermal frictional con tact contributions to the weak form giv en by (3.14), yield the following bilinear forms

$$
\begin{gather*}
B_{\varphi_{t}^{h}}^{\text {mech }}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right):=B_{\varphi_{t}^{h}}^{\text {mech,geo }}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right)+B_{\varphi_{t}^{h}}^{\text {mech,mat }}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right)  \tag{3.15}\\
B_{\Theta_{t}^{e t}}^{\text {ther }}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right):=B_{\Theta_{t}^{\text {ther,geo }}}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right)+B_{\Theta_{t}^{\text {ter,mat }}}^{\text {the }}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right) \\
\hline
\end{gather*}
$$

Here $B_{\varphi_{t}^{h}}^{\text {mech,geo }}(\cdot, \cdot)$ is the mec hanical geometric term defined for fixed (nominal) contact pressure $t_{N}^{h}$ and (nominal) frictional tangen t traction $t_{T \alpha}^{h}$ at given configuration $\varphi_{t}^{h} \in \mathcal{C}_{\text {mech }}^{h}$, by the bilinear form:

$$
\begin{equation*}
B_{\varphi_{t}^{h}}^{\text {mech }, g e o}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right):=\left\langle t_{N}^{h}, \Delta\left(\delta g_{N}^{h}\right)\right\rangle_{\Gamma^{(1)} h^{h}}+\left\langle t_{T \alpha}^{h}, \Delta\left(\delta \bar{\xi}^{\alpha h}\right)\right\rangle_{\Gamma^{(1)^{h}}} \tag{3.16}
\end{equation*}
$$

$B_{\varphi_{t}^{h}}^{\text {mech,mat }}(\cdot, \cdot)$ is the mec hanical material term defined for fixed configuration $\varphi_{t}^{h} \in \mathcal{C}_{\text {mech }}^{h}$, by the bilinear form:

$$
\begin{equation*}
B_{\varphi_{t}^{h}}^{\text {mech,mat }}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right):=\left\langle\Delta t_{N}^{h}, \delta g_{N}^{h}\right\rangle_{\Gamma^{(1)^{h}}}+\left\langle\Delta t_{T \alpha}^{h}, \delta \bar{\xi}^{\alpha h}\right\rangle_{\Gamma^{(1) h}}, \tag{3.17}
\end{equation*}
$$

$B_{\Theta_{t}^{h}, \text { geo }}^{\text {ther }}(\cdot, \cdot)$ is the thermal geometric term defined for fixed (nominal) heat conduction flux $Q_{h c}^{h_{c}^{t}}$ at fixed given configuration $\varphi_{t}^{h} \in \mathcal{C}_{\text {mech }}^{h}$, by the bilinear form:

$$
\begin{equation*}
B_{\Theta_{t}^{h}}^{\text {ther,geo }}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right):=\left\langle Q_{h c}^{h}, \Delta\left(\delta g_{\theta}^{h}\right)\right\rangle_{\Gamma^{(1)}}-\left\langle\mathcal{D}_{f r i c}^{h}, \Delta\left(\delta \theta_{G}^{h}\right)\right\rangle_{\Gamma^{(1)}}, \tag{3.18}
\end{equation*}
$$

and $B_{\theta_{t}^{h}}^{\text {ther,mat }}(\cdot, \cdot)$ is the thermal material term defined for the current fixed admissible thermal configuration $\Theta_{t}^{h} \in \mathcal{C}_{\text {ther }}^{h}$, by the bilinear form:

$$
\begin{equation*}
B_{\Theta_{t}^{t}}^{\text {ther,geo }}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right):=\left\langle\Delta Q_{h c}^{h}, \delta g_{\theta}^{h}\right\rangle_{\Gamma^{(1)}}-\left\langle\Delta \mathcal{D}_{f r i c}^{h}, \delta \theta_{G}^{h}\right\rangle_{\Gamma^{(1)}{ }^{h}} \tag{3.19}
\end{equation*}
$$

### 3.3 T emporal Discretization. Frictional Return Mapping

Consider the time interval of interest $\mathbb{I}=[0, T]$ discretized into a series of non-overlapping subintervals $\mathbb{I}:=\cup_{n=0}^{N}\left[t_{n}, t_{n+1}\right]$. The incremen tal solution to the IBVP is obtained applying a time stepping algorithm to integrate the evolution equations within a $t$ ypical time step [ $\left.t_{n}, t_{n+1}\right]$, with given nodal and internal variables at time $t_{n}$, as initial conditions at the nodal and quadrature points of a typical elemen $\mathrm{t} \Omega_{e}^{(i)}$, respectively.

Within the framework of the fractional step metho ds arising from an operator split of the coupled system of nonlinear ordinary differential equations describing the time ev olution of nodal degrees of freedom and in ternal variables, a time stepping algorithm to inegrate the evolution equations is applied to each one of the partitions, using a product formula algorithm.

Following a standard con vention, we shall denote by either ()$_{n}$ or $(\cdot)_{n+1}$ the algorithmic approximations at times $t_{n}$ and $t_{n+1}$ to the continuum (time dependent) variable $(\cdot)_{t}$.
(A) Frictional time-stepping algorithms. Most of the usual time-stepping algorithms will require the evaluation of the w eak form and in ternal variables at some $\operatorname{tim} \oplus_{n+\vartheta}$, where $\vartheta \in$ $(0,1]$. A class of time-stepping algorithms for dynamic plasticity, including Linear Multistep (LMS) methods, and amongst them the so-called Backward Difference (BD) methods, and Implicit Runge-Kutta (IRK) methods, are shown in Simo $(1992,1994)$. Here, we will focussed on two algorithms for the time irtegration of the constrained frictional evolution problem defined by (2.41) and (2.42): the lowest order BD method, called Badkward-Euler (BE) method, and amongst the Implicit Runge-Kutta (IRK) methods, the generalized Projected Mid-P oint (PMP) method.
(A1) Backward-Euler (BE) method. Consider the appro ximation of (2.41) and (2.42) b y the low est order BD method, the BE sheme, to obtain the algebraic equation

$$
\begin{align*}
t_{T n+1} & =t_{T_{n \alpha}}+\epsilon_{T}\left[M_{\alpha \beta}\left(\bar{\xi}_{n+1}^{\beta}-\bar{\xi}_{n}^{\beta}\right)-\gamma_{n+1} p_{T_{n+1} \alpha}\right]  \tag{3.20}\\
\alpha_{n+1} & =\alpha_{n}+\gamma_{n+1}\left[(1-w)+w\left\|t_{T_{n+1}}^{b}\right\|\right]
\end{align*}
$$

subjected to the discrete complementary Kuhn-Tucker conditions

$$
\begin{align*}
\Phi_{n+1}:=\left\|t_{T n+1}^{b}\right\|-\mu\left(\alpha_{n+1}\right) t_{N n+1} & \leq 0 \\
\gamma_{n+1} & \geq 0  \tag{3.21}\\
\gamma_{n+1} \Phi_{n+1} & =0
\end{align*}
$$

The solution to the constrained incremental algebraic problem defined $\mathrm{b} y$ (3.20) and (3.21) is obtained through the in troduction of a trial state, obtained by freezing the irreversible-slip response, and subsequent return mapping algorithm to enforce the constrain ts.

Step 1. Trial state. The frictional trial state is obtained by freezing the irreversible-slip response, i.e. assuming $\gamma_{n+1}=0$ and that no constrain ts are present. Then the trial state is defined as

$$
\begin{align*}
t_{T_{n+1}}^{\text {trial }} & :=t_{T_{n \alpha}}+\epsilon_{T} M_{\alpha \beta}\left(\bar{\xi}_{n+1}^{\beta}-\bar{\xi}_{n}^{\beta}\right) \\
\alpha_{n+1}^{\text {trial }} & :=\alpha_{n}  \tag{3.22}\\
\Phi_{n+1}^{t r i a l} & :=\left\|t_{T_{n+1}}^{\text {trial }}\right\|-\mu\left(\alpha_{n+1}^{\text {trial }}\right) t_{N_{n+1}}
\end{align*}
$$

where $t_{N n+1}=\epsilon_{N}\left\langle g_{N_{n+1}}\right\rangle$ is the normal con tact pressure at $t_{n+1}$.
Step 2. Return mapping. The return mapping defines the final state as the solution of the discrete constrained incremen tal algebraic problem:

$$
\begin{align*}
& t_{T_{n+1}}=t_{T_{n+1} \alpha}^{t r i a l}-\epsilon_{T} \gamma_{n+1} p_{T_{n+1} \alpha}  \tag{3.23}\\
& \alpha_{n+1}=\alpha_{n+1}^{\text {trial }}+\gamma_{n+1}\left[(1-w)+w\left\|t_{T n+1}^{b}\right\|\right] \\
& \Phi_{n+1}=\left\|t_{T_{n+1}}^{b}\right\|-\mu\left(\alpha_{n+1}\right) t_{N_{n+1}} \leq 0 \\
& \left.\begin{array}{rl}
\gamma_{n+1} & \geq 0 \\
\gamma_{n+1} \Phi_{n+1} & =0
\end{array}\right\} \tag{3.24}
\end{align*}
$$

Assuming that $\Phi_{n+1}^{t r i a l}>0$, otherwise $\gamma_{n+1}=0$ and the trial state actually is the final state, the discrete consistency parameter $\gamma_{n+1}$ can be computed by enforcing the discrete counterpart of the consistency condition $\Phi_{n+1}=0$.

Introducing $\boldsymbol{p}_{T_{n+1}}^{b}:=\boldsymbol{t}_{T_{n+1}}^{b} /\left\|t_{T_{n+1}}^{b}\right\|$ into the intrinsic expression of the frictional traction

$$
\begin{equation*}
\boldsymbol{t}_{T_{n+1}}^{b}=\boldsymbol{t}_{T_{n+1}}^{\text {btrial }}-\epsilon_{T} \gamma_{n+1} \boldsymbol{p}_{T_{n+1}}^{b} \tag{3.25}
\end{equation*}
$$

collecting terms, setting $\boldsymbol{p}_{T_{n+1}}^{b \text { trial }}:=t_{T_{n+1}}^{b \text { trial }} /\left\|\boldsymbol{b}_{T_{n+1}}^{\text {btrial }}\right\|$ and taking norms leads to,

$$
\begin{align*}
\boldsymbol{p}_{T_{n+1}}^{b} & =\boldsymbol{p}_{T_{n+1}}^{b t r i a l}  \tag{3.26}\\
\left\|t_{T_{n+1}}^{b}\right\| & =\left\|t_{T_{n+1}}^{b t r i a l}\right\|-\epsilon_{T} \gamma_{n+1}
\end{align*}
$$

Introducing (3.26) into (3.23)-(3.25), the frictional return mapping tak es the form:

$$
\begin{align*}
& \boldsymbol{t}_{T_{n+1}}^{b}=\left(1-\epsilon_{T} \frac{\gamma_{n+1}}{\left\|t_{T_{n+1}}^{b t r i a l}\right\|}\right) \boldsymbol{t}_{T_{n+1}}^{b t r i a l} \\
& \alpha_{n+1}=\alpha_{n+1}^{\text {trial }}+\gamma_{n+1}\left[(1-w)+w\left\|t_{T_{n+1}}^{b t r i a l}\right\|-w \epsilon_{T} \gamma_{n+1}\right]  \tag{3.27}\\
& \Phi_{n+1}:=\left\|t_{T_{n+1}}^{b t r i a l}\right\|-\epsilon_{T} \gamma_{n+1}-\mu\left(\alpha_{n+1}\right) t_{N n+1}=0
\end{align*}
$$

or alternatively, using the consistency condition,

$$
\begin{align*}
& \boldsymbol{t}_{T_{n+1}}^{b}=\mu\left(\alpha_{n+1}\right) t_{N n+1} \boldsymbol{p}_{T_{n+1}}^{\text {btrial }^{\text {trial }}} \\
& \alpha_{n+1}=\alpha_{n+1}^{\text {tria }}+\gamma_{n+1}\left[(1-w)+w \mu\left(\alpha_{n+1}\right) t_{N_{n+1}}\right]  \tag{3.28}\\
& \Phi_{n+1}:=\left\|t_{T_{n+1}}^{b t r i a l}\right\|-\epsilon_{T} \gamma_{n+1}-\mu\left(\alpha_{n+1}\right) t_{N_{n+1}}=0
\end{align*}
$$

Computation of the consistency parameter $\gamma_{n+1}$ will require, in general, to solve the nonlinear equation $\Phi_{n+1}=\hat{\Phi}\left(\gamma_{n+1}\right)=0$, were it is implicitly understood that we are looking at $\alpha_{n+1}$ as a function $\alpha_{n+1}=\alpha_{n+1}\left(\gamma_{n+1}\right)$, using $(3.27)_{2}$ instead of (3.28) $)_{2}$. Using a NewtonRaphson method the linearization of the slip function yields

$$
\begin{equation*}
\Phi_{n+1}^{(k)}+D \Phi_{n+1}^{(k)} \cdot \Delta \gamma_{n+1}^{(k)}=0 \tag{3.29}
\end{equation*}
$$

with

$$
\begin{align*}
\Phi_{n+1}^{(k)} & =\Phi_{n+1}^{t r i a l}-\epsilon_{T} \gamma_{n+1}^{(k)}-\left[\mu\left(\alpha_{n+1}^{(k)}\right)-\mu\left(\alpha_{n+1}^{\text {trial }}\right)\right] t_{N_{n+1}} \\
D \Phi_{n+1}^{(k)} & =-\epsilon_{T}-\partial_{\alpha} \mu\left(\alpha_{n+1}^{(k)}\right) D \alpha_{n+1}^{(k)} t_{N_{n+1}} \\
\alpha_{n+1}^{(k)} & =\alpha_{n+1}^{\text {trial }}+\gamma_{n+1}^{(k)}\left[(1-w)+w\left\|t_{T_{n+1}}^{b t r i a l}\right\|-w \epsilon_{T} \gamma_{n+1}^{(k)}\right]  \tag{3.30}\\
D \alpha_{n+1}^{(k)} & =(1-w)+w\left\|t_{T_{n+1}}^{(t r i a l}\right\|-2 w \epsilon_{T} \gamma_{n+1}^{(k)} \\
\Delta \gamma_{n+1}^{(k)} & =\gamma_{n+1}^{(k+1)}-\gamma_{n+1}^{(k)}
\end{align*}
$$

and with the initial condition $\gamma_{n+1}^{(0)}=0$.
As it is well known, the BE algorithm is consistent and first order accurate. On the other hand, as it was shown by Simo (1994) within the cortext of J2 perfect plasticity, in spite of its restriction to first order accuracy, the BE algorithm inherits the dissipative and contractive properties of the continuum problem and becomes optimal for a long-term behavior.

REmARK 3.1. The in trinsic form of the frictional time irtegration described above can be written as

$$
\begin{align*}
\boldsymbol{t}_{T_{n+1}}^{b} & :=\boldsymbol{t}_{T_{n+1}}^{b^{t r i a l}}-\epsilon_{T} \gamma_{n+1} \boldsymbol{p}_{T_{n+1}}^{b^{\text {trial }}} \\
\boldsymbol{t}_{T_{n+1}+t_{n+1}}^{b_{n+1}} & :=\boldsymbol{F}_{n+1}^{-T} \cdot \boldsymbol{t}_{T_{n+1}}^{b^{\text {eef }} \text { trial }}  \tag{3.31}\\
\boldsymbol{t}_{T_{n+1}}^{\text {ref }} & :=\boldsymbol{\Lambda}_{n+1}^{n} \cdot \boldsymbol{t}_{T_{n}}^{b^{r e f}}+\epsilon_{T} M_{\alpha \beta}\left(\bar{\xi}_{n+1}^{\beta}-\bar{\xi}_{n}^{\beta}\right) \boldsymbol{\tau}_{n+1}^{\alpha^{\text {ref }}}
\end{align*}
$$

where the surface deformation gradient $\boldsymbol{F}_{n+1}$ and the surface transport operator $\boldsymbol{\Lambda}_{n+1}^{n}$ are defined as

$$
\begin{align*}
& \boldsymbol{F}_{n+1}^{-T}:=\boldsymbol{\tau}_{n+1}^{\alpha} \otimes \boldsymbol{\tau}_{\alpha_{n+1}}^{r e f}  \tag{3.32}\\
& \boldsymbol{\Lambda}_{n+1}^{n}:=\boldsymbol{\tau}_{n+1}^{\alpha_{n} e f} \otimes \boldsymbol{\tau}_{\alpha_{n}}^{r e f}
\end{align*}
$$

Here the trial state defined b y $t_{T_{n+1}}^{t^{t r i a l}}:=t_{T_{n+1}}^{t r i a l} \tau_{n+1}^{\alpha}$ may be interpreted as the result of a tw o-step algorithm:
i. Time in tegration of the trial frictional traction on the reference configuration to get $\boldsymbol{t}_{T_{n+1}}^{\text {ref trial }}$. This time integration consist of two steps. First, the frictional traction in the reference configuration at the last con verged time step is transported with the operator $\Lambda_{n+1}^{n}$ to the current closest-point projection on the reference configuration, follow ed by the (trial) slip contribution given by the distance, with respect to the metric $M_{\alpha \beta}$, between the current and last converged closest-point projections on the reference configuration.
ii. Push-forw ard to the current configuration to gett ${ }_{T_{n+1}}^{t^{\text {trial }}}$.

Once the trial state has been defined the return mapping is performed on the current configuration, following standard procedures.
(A2) Generalized Projected Mid-Point (PMP) Implicit Runge-Kutta (IRK) method. The Generalized Projected Mid-Point IRK method is constructed via a tw o-stage product form ula algorithm as follo ws:

Stage I. A BE algorithm is applied to integrate the constrained evolution problem within a time sub-interval $\left[t_{n}, t_{n+\vartheta}\right] \subset\left[t_{n}, t_{n+1}\right]$ where $t_{n+\vartheta}:=(1-\vartheta) t_{n}+\vartheta t_{n+1}$ and $\vartheta \in(0,1]$. Thus, the first stage of the algorithm is iden tical to the scheme already described abo ve. Explicitly, the following steps are performed for prescibed initial data $\left\{t_{T_{n_{\alpha}}}^{\text {ref }}\right\}$ and given relative (parametrized) slip increment $\bar{g}_{T_{n+\vartheta}}^{\alpha}:=\bar{\xi}_{n+9}^{\alpha}-\bar{\xi}_{n}^{\alpha}$ :

Step 1. Define the generalized mid-point trial state according to

$$
\begin{align*}
t_{T_{n+\vartheta}^{\text {trial }}} & :=t_{T_{n \alpha}}+\epsilon_{T} M_{\alpha \beta}\left(\bar{\xi}_{n+\vartheta}^{\beta}-\bar{\xi}_{n}^{\beta}\right) \\
\alpha_{n+\vartheta}^{\text {trial }} & :=\alpha_{n}  \tag{3.33}\\
\Phi_{n+\vartheta}^{\text {trial }} & :=\left\|t_{T_{n+\vartheta}}^{\text {trial }}\right\|-\mu\left(\alpha_{n+\vartheta}^{\text {trial }}\right) t_{N_{n+\vartheta}}
\end{align*}
$$

Step 2. The return mapping defines the final state at the generalized mid-point configuration $\mathcal{C}_{n+\vartheta}$ as the solution of the discrete constrained incremen tal algebraic problem:

$$
\left.\begin{array}{rl}
t_{T_{n+\vartheta} \alpha} & =t_{T_{n+\vartheta} \alpha}^{t r i a l}-\epsilon_{T} \gamma_{n+\vartheta} p_{T_{n+\vartheta} \alpha} \\
\alpha_{n+\vartheta} & =\alpha_{n+\vartheta}^{\text {trial }}+\gamma_{n+\vartheta}\left[(1-w)+w\left\|t_{T n+\vartheta}^{b}\right\|\right] \\
\Phi_{n+\vartheta} & =\left\|t_{T n+\vartheta}^{b}\right\|-\mu\left(\alpha_{n+\vartheta}\right) t_{N_{n+\vartheta}} \leq 0  \tag{3.35}\\
\gamma_{n+\vartheta} & \geq 0 \\
\gamma_{n+\vartheta} \Phi_{n+\vartheta} & =0
\end{array}\right\}
$$

Stage IIA. Since the trial values $t_{T_{n+\vartheta}{ }^{\text {trial }} \text {. }}$ and the converged values $t_{T_{n+\vartheta \alpha}}$ are available from Stage I and within the context of a product form ula algorithm, the initial datat $t_{T_{n+\vartheta} \alpha}^{*}$ and $\alpha_{n+\vartheta}^{*}$ for the second stage are defined using the linear extrapolation:

$$
\begin{align*}
t_{T_{n+\vartheta} \alpha}^{*} & :=\frac{1}{\vartheta} t_{T_{n+\vartheta} \alpha}-\frac{1-\vartheta}{\vartheta} t_{T_{n+\vartheta} \alpha}^{t r i a l}  \tag{3.36}\\
\alpha_{n+\vartheta}^{*} & :=\frac{1}{\vartheta} \alpha_{n+\vartheta}-\frac{1-\vartheta}{\vartheta} \alpha_{n+\vartheta}^{\text {trial }}
\end{align*}
$$

Within a finite deformation framework, all the objects involved in the linear extrapolation given by (3.36) should be view ed as objects lying in the same generalized mid-poin $t$ configuration $\mathcal{C}_{n+\vartheta}$. Thus, for the friction Coulomb model this extrapolation is performed on the plane $t_{N}=t_{N n+\vartheta}$ of the tractions space.

Stage IIb. The second part of Stage II is iden tical to Stage I, where no w the initial prescribed data becomes $t_{T_{n+\vartheta} \alpha}^{*}$ and the given (parametrized) relativ e slip increment is $\bar{g}_{T_{n+1}}^{\alpha}:=\bar{\xi}_{n+1}^{\alpha}-\bar{\xi}_{n+\vartheta}^{\alpha}$. The steps in volved in the update are the following:

Step 1. Define the trial state according to

$$
\begin{align*}
t_{T_{n+1} \text { trial }}^{t r i a l} & :=t_{T_{n+\vartheta}}^{*}+\epsilon_{T} M_{\alpha \beta}\left(\bar{\xi}_{n+1}^{\beta}-\bar{\xi}_{n+\vartheta}^{\beta}\right) \\
\alpha_{n+1}^{\text {trial }} & :=\alpha_{n+\vartheta}^{*}  \tag{3.37}\\
\Phi_{n+1}^{t r i a l} & :=\left\|t_{T_{n+1}}^{b_{\text {trial }}}\right\|-\mu\left(\alpha_{n+1}^{\text {trial }}\right) t_{N_{n+1}}
\end{align*}
$$

Step 2. Perform the return mapping to get the final state at the configuration $\mathcal{C}_{n+1}$ as the solution of the discrete constrained incremen tal algebraic problem:

$$
\begin{align*}
& t_{T_{n+1} \alpha}=t_{T_{n+1}}^{\text {trial }}-\epsilon_{T} \gamma_{n+1} p_{T_{n+1} \alpha}  \tag{3.38}\\
& \alpha_{n+1}=\alpha_{n+1}^{\text {trial }}+\gamma_{n+1}\left[(1-w)+w\left\|t_{T n+1}^{b}\right\|\right]
\end{align*}
$$

A rigorous stability and accuracy analysis of the two-stage, implicit, PMP algorithm, within the con text of J2 plasticity was provided by Simo (1994). The accuracy and stability analysis show that the generalized PMP algorithm is obviously consistent, second order accurate for the PMP algorithm $(\vartheta=0.5)$, B-stable for $\vartheta \geq 0.5$ and ensures that the final stage is on the admissible domain. Remarkably, in sharp contrast with others second order accurate algorithms, i.e. mid-poin $t$ rule, second order accuracy is achieved performing a radial return mapping in each of the Stages and thus a solution will be alw gis guaranteed to exist for arbitrarily large time-steps. How ever, the long-term beha viour of this sceme is not optimal when compared with that exhibited by the, less accurate, BE algorithm. In contrast, this scheme becomes optimal for short-term behavior.
(B) Linearization of the frictional time-stepping algorithm. The frictional time-stepping algorithms presented above are amenable to exact linearization, leading to the corresponding terms of the consistent or algorithmic tangent operator. In order to accomodate the linearization of the BE and PMP return mapping algorithms into a single expression, we will derive the linearization of the frictional traction at time $t_{n+\vartheta}$, at the generic configuration $\mathcal{C}_{n+\vartheta}$, where $\vartheta=1$ for the BE algorithm and $\vartheta \in(0,1]$ for the PMP algorithm. We point out that the implementation of the PMP IRK algorithm actually requires only the linearization of the Stage I, while Stage II can be view ed as an update procedure to proide the initial conditions for the next time step, after con vergence has been abieved.

Using the directional deriv ative, the linearization of the frictional time in tegration algorithm leads to the follo wing expressions.

Step 1. Trial state. The linearization of the trial state tak es the form

$$
\begin{align*}
\Delta t_{T_{n+\vartheta} \alpha} & :=\Delta t_{T_{n+\jmath}}^{t r i a l}  \tag{3.40}\\
\Delta \alpha_{n+\vartheta} & :=\Delta \alpha_{n+\vartheta}^{t r i a l}=0
\end{align*}
$$

Step 2. Return mapping. The linearization of the return mapping takes the form

$$
\begin{align*}
\Delta t_{T_{n+\vartheta \alpha}} & :=\mu\left(\alpha_{n+\vartheta}\right) \Delta t_{N n+\vartheta} p_{T_{n+\vartheta}}^{t r i a l}+\mu\left(\alpha_{n+\vartheta}\right) t_{N n+\vartheta} \Delta p_{T_{n+\vartheta}}^{t r i a l} \\
& +\partial_{\alpha} \mu\left(\alpha_{n+\vartheta}\right) \Delta \alpha_{n+\vartheta} t_{N n+\vartheta} p_{T_{n+\vartheta}}^{t r i a l} \\
\Delta \alpha_{n+\vartheta} & :=\Delta \gamma_{n+\vartheta}\left[(1-w)+w \mu\left(\alpha_{n+\vartheta}\right) t_{N n+\vartheta}-w \epsilon_{T} \gamma_{n+\vartheta}\right]  \tag{3.41}\\
& +\gamma_{n+\vartheta} w \Delta\left\|t_{T_{n+\vartheta}}^{t_{n+\vartheta}+\text { rial }}\right\| \\
& :=\Delta \gamma_{n+\vartheta}\left[(1-w)+w \mu\left(\alpha_{n+\vartheta}\right) t_{N n+\vartheta}\right] \\
& +\gamma_{n+\vartheta} w\left[\partial_{\alpha} \mu\left(\alpha_{n+\vartheta}\right) t_{N n+\vartheta} \Delta \alpha_{n+\vartheta}+\mu\left(\alpha_{n+\vartheta}\right) \Delta t_{N_{n+\vartheta}}\right]
\end{align*}
$$

with

$$
\begin{align*}
\Delta t_{N_{n+\vartheta}} & :=\epsilon_{N} H\left(g_{N_{n+\vartheta}}\right) \Delta g_{N_{n+\vartheta}} \\
\Delta g_{N_{n+\vartheta}} & :=-\vartheta\left[\Delta \varphi^{(1) h}-\Delta \varphi^{(2) h} \circ \psi_{0}^{(2)}\left(\bar{\xi}_{n+\vartheta}\right)\right] \cdot \nu  \tag{3.42a}\\
\Delta t_{T_{n+\vartheta}}^{t r i a l} & :=\Xi_{\alpha \beta} \Delta \bar{\xi}_{n+\vartheta}^{\beta}
\end{align*}
$$

where,

$$
\begin{align*}
\Xi_{\alpha \beta} & :=\epsilon_{T}\left(M_{\alpha \beta}+M_{\alpha \gamma, \beta} g_{T}^{\gamma}\right) \\
g_{T}^{\alpha} & :=\bar{\xi}_{n+\vartheta}^{\alpha}-\bar{\xi}_{n}^{\alpha}  \tag{3.43}\\
\pi_{\alpha}^{\beta} & :=p_{T_{n+\vartheta}+\frac{t r i a l}{\text { trial }} p_{T_{n+\vartheta}}^{\text {trial } \beta}}
\end{align*}
$$

with the, in general, non-symmetric operator $\Xi_{\alpha \beta}$ evaluated at $t_{n+\vartheta}$. Here, $\Delta \varphi^{(1) h}$ and $\Delta \varphi^{(2) h}$ refers to the incremen tal displacemen ts in the whole step, i.e. front $t_{n}$ to $t_{n+1}$, and it is implicitly assumed that all the objects involved in the expressions are evaluated at time $t_{n+\vartheta}$.

Introducing $\Delta \gamma_{n+\vartheta}$ into the expression of $\Delta \alpha_{n+\vartheta}$ and collecting terms, leads to

$$
\begin{equation*}
\Delta \alpha_{n+\vartheta}:=\beta_{1} \Delta\left\|t_{T_{n+\vartheta}}^{b^{\text {trial }}}\right\|-\beta_{2} \mu\left(\alpha_{n+\vartheta}\right) \Delta t_{N_{n+\vartheta}} \tag{3.44}
\end{equation*}
$$

with

$$
\begin{align*}
& \beta_{1}:=\frac{\partial \alpha /\left.\partial \gamma\right|_{n+\vartheta}+w \epsilon_{T} \gamma_{n+\vartheta}}{\epsilon_{T}+\partial \alpha /\left.\partial \gamma\right|_{n+\vartheta} \partial_{\alpha} \mu\left(\alpha_{n+\vartheta}\right) t_{N_{n+\vartheta}}} \\
& \beta_{2}:=\frac{\partial \alpha /\left.\partial \gamma\right|_{n+\vartheta}}{\epsilon_{T}+\partial \alpha /\left.\partial \gamma\right|_{n+\vartheta} \partial_{\alpha} \mu\left(\alpha_{n+\vartheta}\right) t_{N_{n+\vartheta}}} \tag{3.45}
\end{align*}
$$

where

$$
\begin{equation*}
\partial \alpha /\left.\partial \gamma\right|_{n+\vartheta}:=(1-w)+w \mu\left(\alpha_{n+\vartheta}\right) t_{N n+\vartheta}-w \epsilon_{T} \gamma_{n+\vartheta} \tag{3.46}
\end{equation*}
$$

REMARK 3.2. As it is clear from (3.43) the lac $k$ of symmetry of $\Xi_{\alpha \beta}$ arises from the variation of the surface metric in the reference configuration as the closest-point projection varies. As it was pointed out by Laursen \& Simo $(1993,1994)$, a simple procedure to remove this non-symmetry is to use the metric at the center of the master element rather than at the reference placemen $t$ of the current closest-poin projection.

### 3.4 FE-implementation. Matrix Form of the Residual and Tangent Operator

In what follo ws, atten tion will be restricted to the finite elemen discretization of the contact surfaces, leading to the matrix form of the frictional contact residual and tangent operators.

Let $n_{\text {sele }}$ and $n_{\text {mele }}$ the total number of slave and master elements, $n_{\text {snod }}$ and $n_{\text {mnod }}$ the total number of slave and master nodes in a triangularization of the sla ve and master contact surfaces, respectively, and $n_{\text {snod }}^{e}$ and $n_{m n o d}^{e}$ the number of nodes in a generic slave and master surface elements $\Gamma_{e}^{(1) h}$ and $\Gamma_{e}^{(2) h}$, labeled as $\left\{\boldsymbol{X}_{a}^{e} \in \mathbb{R}^{n_{d i m}}: a=1, \ldots, n_{\text {snod }}^{e}\right\}$ and $\left\{\boldsymbol{Y}_{a}^{e} \in \mathbb{R}^{n_{\text {dim }}}: a=1, \ldots, n_{m n o d}^{e}\right\}$, respectively.

This local numbering system is related to the global numbering system via the follo wing standard convention:

$$
\begin{align*}
\boldsymbol{X}_{A} & =\boldsymbol{X}_{a}^{e} \quad \text { with } A=I D_{s}^{(1)}(e, a), e=1, \ldots, n_{\text {sele }}, \quad A=1, \ldots, n_{\text {snod }}^{e} \\
\boldsymbol{Y}_{A} & =\boldsymbol{Y}_{a}^{e} \quad \text { with } A=I D_{s}^{(2)}(e, a), e=1, \ldots, n_{\text {mele }}, \quad A=1, \ldots, n_{\text {mnod }}^{e} \tag{3.47}
\end{align*}
$$

where the $n_{\text {sele }} \times n_{\text {snod }}^{e}$ array $I D_{s}^{(1)}(\cdot, \cdot)$ and the $n_{\text {mele }} \times n_{m n o d}^{e}$ array $I D_{s}^{(2)}(\cdot, \cdot)$ are defined by the geometry of the triangularization $\mathcal{T}^{(i) h}$. A rather con venient form ulation of the Galerkin projection is ac hieved by writing the local polynomial basis as $\left\{N^{a}(\zeta)\right\}$, where $\zeta=\left(\zeta_{1}, \ldots, \zeta_{n_{d i m}-1}\right)$ are normalized coordinates with domain the unit square $\square$ in $\mathbb{R}^{n_{d i m}-1}$ and introducing the isoparametric map:

$$
\begin{align*}
& \boldsymbol{\zeta} \in \square \mapsto \boldsymbol{X}^{h}:=\boldsymbol{\psi}_{0}^{e(1)}(\boldsymbol{\zeta})=\sum_{a=1}^{n_{s n o d}^{e}} N^{a}(\boldsymbol{\zeta}) \boldsymbol{X}_{a}^{e} \in \Gamma_{e}^{(1)}  \tag{3.48}\\
& \boldsymbol{\zeta} \in \square \mapsto \boldsymbol{Y}^{h}:=\boldsymbol{\psi}_{0}^{e(2)}(\boldsymbol{\zeta})=\sum_{a=1}^{n_{m \text { nod }}^{e}} N^{a}(\boldsymbol{\zeta}) \boldsymbol{Y}_{a}^{e} \in \Gamma_{e}^{(2)}
\end{align*}
$$

where the local polynomial basis functions $N^{a}: \square \rightarrow \mathbb{R}$ are referred to as the local elemen t shape functions and satisfy the completeness condition $N^{a}\left(\boldsymbol{\zeta}_{b}\right)=\delta_{b}^{a}$, where $\boldsymbol{\zeta}_{a}=$ $\left(\zeta_{1 a}, \ldots, \zeta_{n_{d i m}-1 a}\right)$ are the vertices of the bi-unit square.

The Galerkin projection of the mechanical and thermal frictional con tact contribution to the weak form given by (3.14) and to the bilinear form giv en by (3.15)-(3.19), can be written as the assem bly of integrals over then $n_{\text {sele }}$ slave surface elemen ts of $\Gamma^{(1) h}$ as:

$$
\begin{aligned}
G_{c}^{\text {mech }}\left(\varphi^{h}, \eta_{0}^{h}\right) & :=\bigcup_{e=1}^{n_{\text {sele }}} G_{c}^{\text {mech } e}\left(\varphi^{h}, \boldsymbol{\eta}_{0}^{h}\right) \\
G_{c}^{\text {ther }}\left(\Theta^{h}, \zeta_{0}^{h}\right) & :=\bigcup_{e=1}^{n_{\text {sele }}} G_{c}^{t h e r ~ e}\left(\Theta^{h}, \zeta_{0}^{h}\right) \\
B_{\varphi_{t}^{h}}^{\text {mech }^{n}}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right) & :=\bigcup_{e=1}^{n_{\text {sele }}} B_{\varphi_{t}^{h}}^{\text {mech } e}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right)
\end{aligned}
$$

$$
\begin{equation*}
B_{\Theta_{t}^{t}}^{\text {ther }}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right):=\bigcup_{e=1}^{n_{s e l}} B_{\Theta_{t}^{t}}^{\text {mech } e}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right) \tag{3.49}
\end{equation*}
$$

where $G_{c}^{\text {mech } e}{ }^{e}\left(\varphi^{h}, \boldsymbol{\eta}_{0}^{h}\right)$ and $G_{c}^{\text {ther } e}\left(\Theta^{h}, \zeta_{0}^{h}\right)$, and $B_{\varphi_{t}^{h}}^{\text {mech } e}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right)$ and $B_{\Theta_{t}^{h}}^{\text {mech } e}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right)$ represent the mec hanical and thermal frictional con tact contribution to the w eak form and bilinear form, o er a typical slave elemen t surface $\Gamma_{e}^{(1) h} \subset \Gamma^{(1) h}$, given by (3.14) and (3.15)-(3.19) with $L_{2}$-inner products over the elemen t domain.

Numerical in tegration of these elemen $t$ frictional contact contributions leads to the following expressions:

$$
\begin{align*}
G_{c}^{\text {mech } e}\left(\varphi_{e}^{h}, \boldsymbol{\eta}_{0}^{h}\right) & :=-\sum_{i=1}^{n_{\text {int }}} W_{i} j\left(\boldsymbol{\zeta}_{i}\right) \delta \boldsymbol{\Phi}_{c}^{e, i} \cdot \boldsymbol{R}_{c}^{\text {mech } e, i} \\
G_{c}^{\text {ther } e}\left(\Theta_{e}^{h}, \zeta_{0 e}^{h}\right) & :=-\sum_{i=1}^{n_{i n t}} W_{i} j\left(\zeta_{i}\right) \delta \boldsymbol{\Theta}_{c}^{e, i} \cdot \boldsymbol{R}_{c}^{\text {ther } e, i}  \tag{3.50}\\
B_{\varphi_{t}^{h}}^{\text {mech e }}\left(\boldsymbol{\eta}_{0}^{h}, \Delta \varphi^{h}\right) & :=\sum_{i=1}^{n_{i n t}} W_{i} j\left(\boldsymbol{\zeta}_{i}\right) \delta \boldsymbol{\Phi}_{c}^{e, i} \cdot \boldsymbol{K}_{c}^{\text {mech } e, i} \cdot \Delta \boldsymbol{\Phi}_{c}^{e, i} \\
B_{\Theta_{t}^{e}}^{\text {ther } e}\left(\zeta_{0}^{h}, \Delta \Theta^{h}\right) & :=\sum_{i=1}^{n_{\text {int }}} W_{i} j\left(\zeta_{i}\right) \delta \boldsymbol{\Theta}_{c}^{e, i} \cdot \boldsymbol{K}_{c}^{\text {ther } e, i} \cdot \Delta \boldsymbol{\Theta}_{c}^{e, i}
\end{align*}
$$

where $n_{\text {int }}$ is the number of integration points to be used in the quadrature rule over the domain $\Gamma_{\boldsymbol{e}}^{(1) h}, W_{i}$ is the weight of the quadrature point $\zeta_{i}, j\left(\boldsymbol{\zeta}_{i}\right)=\left\|\boldsymbol{X}_{11}\left(\boldsymbol{\zeta}_{i}\right) \times \boldsymbol{X}_{, 2}\left(\zeta_{i}\right)\right\|$, where $\boldsymbol{X}_{, \alpha}=d \boldsymbol{X} / d \zeta^{\alpha}, \alpha=1,2$, is the jacobian of the isoparametric map at the quadrature point $\zeta_{i}$, $\delta \boldsymbol{\Phi}_{c}^{e, i}$ and $\Delta \boldsymbol{\Phi}_{c}^{e, i}$ are vectors of involved nodal displacement variations corresponding to the quadrature point $i$ of elemen te, $\delta \Theta_{c}^{e, i}$ and $\Delta \Theta_{c}^{e, i}$ are vectors of involved nodal temperature variations corresponding to the quadrature point $i$ of elemen $t e, \boldsymbol{R}_{c}^{\text {mech } e, i}$ and $\boldsymbol{K}_{c}^{\text {mech } e, i}$ are the mechanical frictional contact local elemen t residual vector and tangent matrix corresponding to the quadrature point $i$, respectively, and $\boldsymbol{R}_{c}^{\text {ther e,i }}$ and $\boldsymbol{K}_{c}^{\text {ther } e, i}$ are the thermal frictional con tact local elemen $t$ residual vector and tangent matrix corresponding to the quadrature point $i$, respectively.

Remark 3.3. As it is eviden t from (3.50), the elemen t residual and tangent finite elemen $t$ operators have been organized $\mathbf{b}$ (slave) quadrature point rather than by (slave) elemen $t$. This scheme pro ves to be more con venidn taking into account that each (slave) quadrature point may ivolve degrees-of-freedom of (master) nodes of different (master) elemen ts. Finite elemen t operators associated to a typical (slave) quadrature poit in a typical (slave) elemen t , will in olve the dof's of the (slave) nodes of its (slave) elemen t and the dof's of the (master) nodes of the (master) element containing the contact point. On the other hand, finite elemen t operators associated to a typical (slave) elemet, will involve the dof's of the (slave) nodes of its (slave) elemen $t$ and the dof's of the (master) nodes of the, possibly different, (master) elements containing each one of the contact points associated to each (slave) quadrature point.

Remark 3.4. Associated to each (slave) quadrature point we define a contact element involving degrees-of-freedom of the sla ve and master surface elemetts. When nodal quadrature points are used, the contact element will involves the degrees-of-freedom of the sla ve node and the degrees-of-freedom of the master element surface containing the closest-point projection. When a different quadrature rule is used, the contact element will involves all the degrees-of-freedom of the sla ve and master surface elemens.
(A) Application: Residual and tangen $t$ operator for a n-node 3D surface element discretization. In this section we will presen the finite elemen $t$ implemention of the frictional contact model, assuming an arbitrary n-node finite elemen t 3 D spatial discretization of contact (master) surfaces. F urthermore, w e will assume that nodal quadrature is used to define (3.50).

In what follows, we will restrict our atten tion to a typical slave quadrature point, i.e. a slave node using nodal quadrature, with curren $t$ placemen denoted as $\boldsymbol{x}$ and to the $n$-node master element surface containing its projection $\overline{\boldsymbol{y}} \in \gamma^{(2) h}$, denoted as $\gamma_{e}^{(2) h}$. It is assumed that the projection point $\overline{\boldsymbol{y}}$ lies in the interior domain of the surface element $\gamma_{e}^{(2) h}$.

W e will denote ascontact element the set of nodes consisting of the slave node (playing the role of quadrature point) and the $n$-master nodes defining the surface element $\gamma_{e}^{(2) h}$. Taking the nodal displacemen ts as nodal degrees of freedom will get the mechanical contact element while taking the nodal temperatures as nodal degrees of freedom we will get the thermal contact element
(A.1) Mec hanical contact elemen. Associated to each mec hanical contact elemen we define the vectors of nodal displacement variations $\delta \boldsymbol{\Phi}_{c}$ and $\Delta \boldsymbol{\Phi}_{c}$ containing the displacemen t variation of the slave (quadrature) node, denoted as $\delta d_{s}$ and $\Delta \boldsymbol{d}_{s}$ respectively, and those of the $n$-master nodes in $\gamma_{e}^{(2) h}$, denoted as $\delta \boldsymbol{d}_{a}$ and $\Delta \boldsymbol{d}_{a}, a=1, \ldots, n$, respectively, as

$$
\delta \boldsymbol{\Phi}_{c}:=\left\{\begin{array}{c}
\delta \boldsymbol{d}_{s}  \tag{3.51}\\
\delta \boldsymbol{d}_{1} \\
\cdot \\
\cdot \\
\delta \boldsymbol{d}_{n}
\end{array}\right\}, \quad \Delta \boldsymbol{\Phi}_{c}:=\left\{\begin{array}{c}
\Delta \boldsymbol{d}_{s} \\
\Delta \boldsymbol{d}_{1} \\
\cdot \\
\cdot \\
\Delta \boldsymbol{d}_{n}
\end{array}\right\}
$$

Furthermore we introduce the following operators

$$
\boldsymbol{N}=\left\{\begin{array}{c}
\nu  \tag{3.52}\\
-N_{1}(\bar{\xi}) \nu \\
\cdot \\
\cdot \\
-N_{n}(\bar{\xi}) \nu
\end{array}\right\}, \quad \boldsymbol{T}_{\alpha}=\left\{\begin{array}{c}
\tau_{\alpha} \\
-N_{1}(\bar{\xi}) \tau_{\alpha} \\
\cdot \\
-N_{n}(\bar{\xi}) \tau_{\alpha}
\end{array}\right\}, \quad \boldsymbol{N}_{\alpha}=\left\{\begin{array}{c}
0 \\
-N_{1},{ }_{\alpha}(\bar{\xi}) \nu \\
\cdot \\
-N_{n},{ }_{\alpha}(\bar{\xi}) \nu
\end{array}\right\}
$$

where $\alpha=1,2$, and $N_{a}, a=1, \ldots, n$ are the standard isoparametric shape functions of the arbitrary n-node elemen $t$. Using the operators in troduced above, we also define:

$$
\begin{align*}
& \boldsymbol{D}^{\alpha}:=A^{\alpha \beta}\left(\boldsymbol{T}_{\beta}+g_{N} \boldsymbol{N}_{\beta}\right) \\
& \overline{\boldsymbol{N}}_{\alpha}:=\boldsymbol{N}_{\alpha}-\kappa_{\alpha \beta} \boldsymbol{D}^{\beta} \tag{3.53}
\end{align*}
$$

where the indices $\alpha$ and $\beta$ ranges from 1 to 2 and the summatory on repeated indices is assumed. Here, $A^{\alpha \beta}$ are the componen ts of the inverse of matrix $\boldsymbol{A}$ defined in (2.99).

With the preceding notation in hand, and using the key discrete relations,

$$
\begin{align*}
\delta g_{N}^{h} & =-\boldsymbol{N} \cdot \delta \boldsymbol{\Phi}_{c} \\
\delta \bar{\xi}^{\alpha h} & :=\boldsymbol{D}^{\alpha} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}} \tag{3.54}
\end{align*}
$$

the mechanical frictional contact residual $\boldsymbol{R}_{c}^{\text {mech }}$ takes the expression,

$$
\begin{equation*}
\boldsymbol{R}_{c}^{\text {mech }}:=t_{N} \boldsymbol{N}-t_{T_{\alpha}} \boldsymbol{D}^{\alpha} \tag{3.55}
\end{equation*}
$$

where $\alpha=1,2$.

The mechanical frictional contact tangent operator can be split into the normal and tangent contributions.

$$
\begin{equation*}
\boldsymbol{K}_{c}^{\text {mech }}:=\boldsymbol{K}_{c_{N}}^{\text {mech }}+\boldsymbol{K}_{\boldsymbol{c}_{T}}^{\text {mech }} \tag{3.56}
\end{equation*}
$$

Additionally, from the mehanical material and geometric terms in the bilinear form (3.15), the mechanical normal con tact and frictional tangent operators, can be split as

$$
\begin{align*}
& \boldsymbol{K}_{c_{N}}^{\text {mech }}:=\boldsymbol{K}_{c_{N}}^{\text {mech,mat }}+\boldsymbol{K}_{c_{N}}^{\text {mech,geo }} \\
& \boldsymbol{K}_{c_{T}}^{\text {mech }}:=\boldsymbol{K}_{c_{T}}^{\text {mech,mat }}+\boldsymbol{K}_{c_{r}}^{\text {mech,geo }} \tag{3.57}
\end{align*}
$$

where $\boldsymbol{K}_{c_{N}}^{\text {mech,mat }}$ and $\boldsymbol{K}_{c_{N}}^{\text {mech,geo }}$ are the material and geometric contributions to the mechanical normal con tact tangent operator, respectively and $\boldsymbol{K}_{c_{T}}^{\text {mech,mat }}$ and $\boldsymbol{K}_{c_{T}}^{\text {mech,geo }}$ are the material and geometric contributions to the mec hanical frictional tangent operator, respectively.

Using the operators defined abo ve, the mec hanical normal con tact tangent operators can be written as

$$
\begin{align*}
& \boldsymbol{K}_{c_{N}}^{\text {mech }, \text { mat }}:=\epsilon_{N} H\left(g_{N}\right) \boldsymbol{N} \otimes \boldsymbol{N}  \tag{3.58}\\
& \boldsymbol{K}_{c_{N}}^{\text {mech }, \text { geo }}:=t_{N}\left[g_{N} m^{\alpha \beta} \overline{\boldsymbol{N}}_{\alpha} \otimes \overline{\boldsymbol{N}}_{\beta}-\left(\boldsymbol{D}^{\alpha} \otimes \boldsymbol{N}_{\alpha}+\boldsymbol{N}_{\alpha} \otimes \boldsymbol{D}^{\alpha}\right)+\kappa_{\alpha \beta} \boldsymbol{D}^{\alpha} \otimes \boldsymbol{D}^{\beta}\right]
\end{align*}
$$

To define the mec hanical frictional tangent operators, we introduce first the following operators:

$$
\begin{align*}
\boldsymbol{T}_{\alpha \beta} & :=\left[0^{T},-N_{1, \beta}(\overline{\boldsymbol{\xi}}) \boldsymbol{\tau}_{\alpha}^{T}, \ldots,-N_{n, \beta}(\overline{\boldsymbol{\xi}}) \boldsymbol{\tau}_{\alpha}^{T}\right]^{T} \\
\boldsymbol{N}_{\alpha \beta} & :=\left[0^{T},-N_{1, \alpha \beta}(\overline{\boldsymbol{\xi}}) \boldsymbol{\nu}^{T}, \ldots,-N_{n, \alpha \beta}(\overline{\boldsymbol{\xi}}) \boldsymbol{\nu}^{T}\right]^{T}  \tag{3.59}\\
\boldsymbol{P}_{\alpha} & :=\left[0^{T},-N_{1, \alpha}(\overline{\boldsymbol{\xi}}) \boldsymbol{p}_{T}^{\mathrm{b} T}, \ldots,-N_{n, \alpha}(\overline{\boldsymbol{\xi}}) \boldsymbol{p}_{T}^{\mathrm{b} T}\right]^{T}
\end{align*}
$$

where $\alpha, \beta=1,2$, and the shape functions are evaluated at $\bar{\xi}$. Based on the definitions (3.52), (3.53) and (3.59), we introduce the additional operators

$$
\begin{align*}
& \overline{\boldsymbol{T}}_{\alpha \beta}:=\boldsymbol{T}_{\alpha \beta}-\left(\boldsymbol{e}_{\beta, \gamma}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\tau}_{\alpha}\right) \boldsymbol{D}^{\gamma} \\
& \overline{\boldsymbol{P}}_{\alpha}:=\boldsymbol{P}_{\alpha}-\left(\boldsymbol{e}_{\alpha, \gamma}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{p}_{T}^{b}\right) \boldsymbol{D}^{\gamma} \\
& \hat{\boldsymbol{T}}_{\alpha \beta}:=\boldsymbol{T}_{\alpha \beta}+g_{N} \boldsymbol{N}_{\alpha \beta}  \tag{3.60}\\
& \hat{\boldsymbol{D}}^{\alpha}:=\boldsymbol{D}^{\alpha}-m^{\alpha \beta} \boldsymbol{T}_{\beta}
\end{align*}
$$

where $\alpha, \beta=1,2$
With the preceding definitions in hand and the key expressions

$$
\begin{align*}
\left(\delta \varphi^{(1) h}-\delta \varphi^{(2) h}\right) \cdot \boldsymbol{\tau}_{\alpha} & :=\boldsymbol{T}_{\alpha} \cdot \delta \boldsymbol{\Phi}_{c} \\
\delta \boldsymbol{\varphi}_{, \alpha}^{(2) h} \cdot \boldsymbol{\nu} & :=-\boldsymbol{N}_{\alpha} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}} \\
\delta \boldsymbol{\varphi}_{, \alpha}^{(2) h} \cdot \boldsymbol{\tau}_{\beta} & :=-\boldsymbol{T}_{\beta \alpha} \cdot \delta \boldsymbol{\Phi}_{c}  \tag{3.61}\\
\delta \varphi_{, \alpha \beta}^{(2) h} \cdot \boldsymbol{\nu} & :=-\boldsymbol{N}_{\alpha \beta} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}}
\end{align*}
$$

the geometric part of the mechanical frictional tangent operator can be written as

$$
\begin{align*}
& \boldsymbol{K}_{c_{T}}^{\text {mech }, \text { geo }}:=t_{T_{\alpha}} A^{\alpha \beta} \boldsymbol{K}_{c_{T \beta}}^{\text {mech }, \text { geo }} \\
& \boldsymbol{K}_{c_{T \alpha}}^{\text {mech }, \text { geoo }}:=\hat{\boldsymbol{T}}_{\alpha \beta} \otimes \boldsymbol{D}^{\beta}+\boldsymbol{D}^{\beta} \otimes \hat{\boldsymbol{T}}_{\alpha \beta} \\
&+\hat{\boldsymbol{D}}^{\beta} \otimes \overline{\boldsymbol{T}}_{\beta \alpha}+\overline{\boldsymbol{T}}_{\beta \alpha} \otimes \hat{\boldsymbol{D}}^{\beta}  \tag{3.62}\\
&-\left(\boldsymbol{N} \otimes \overline{\boldsymbol{N}}_{\alpha}+\overline{\boldsymbol{N}}_{\alpha} \otimes \boldsymbol{N}\right) \\
&-\left(\boldsymbol{e}_{\beta, \gamma}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\tau}_{\alpha}+g_{N} \boldsymbol{e}_{\alpha, \beta \gamma}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\nu}\right) \boldsymbol{D}^{\beta} \otimes \boldsymbol{D}^{\gamma} \\
& \hline
\end{align*}
$$

The material part of the mechanical frictional tangent operator will depend of the slip/stic k frictional state. Using the abo ve definitions, the mec hanicaltick material frictional tangen t operator, denoted as $\boldsymbol{K}_{c_{T}}^{\text {mech,mat,stick }}$ and the mechanical slip material frictional tangen t operator, denoted as $\boldsymbol{K}_{c_{T}}^{\text {mech,mat,slip }}$, can be written as

$$
\begin{align*}
\boldsymbol{K}_{c_{T}}^{\text {mech,mat,stick }} & :=\Xi_{\alpha \beta} \boldsymbol{D}^{\alpha} \otimes \boldsymbol{D}^{\beta} \\
\boldsymbol{K}_{c_{T}}^{\text {mech,mat,slip }} & :=-\left(1-\bar{\beta}_{2}\right) \mu(\alpha) \epsilon_{N} H\left(g_{N}\right) p_{T_{\alpha}} \boldsymbol{D}^{\alpha} \otimes \boldsymbol{N} \\
& +\left[\frac{\mu(\alpha) t_{N}}{\left.\left.\left\|t_{T}^{b^{t r i a l} \|}\right\| \delta_{\alpha}^{\gamma}-\pi_{\alpha}^{\gamma}\right)+\bar{\beta}_{1} \pi_{\alpha}^{\gamma}\right] \Xi_{\gamma \beta} \boldsymbol{D}^{\alpha} \otimes \boldsymbol{D}^{\beta}}\right.  \tag{3.63}\\
& -\left[\mu(\alpha) t_{N}-\frac{\bar{\beta}_{1}}{\left\|t_{T}^{b+r i a l}\right\|}\right] \pi_{\alpha}^{\beta} \boldsymbol{D}^{\alpha} \otimes \overline{\boldsymbol{P}}_{\beta}
\end{align*}
$$

where $\bar{\beta}_{1}:=\beta_{1} \partial_{\alpha} \mu(\alpha) t_{N}$ and $\bar{\beta}_{2}:=\beta_{2} \partial_{\alpha} \mu(\alpha) t_{N}$ and $\beta_{1}$ and $\beta_{2}$ are given in (3.45).
REmARK 3.5. Bi-linear surface elemen ts. Note that for the particular case of 4-node bilinear surface finite elemen ts, $\boldsymbol{N}_{\alpha \beta}=0$ for $\alpha=\beta$, $\boldsymbol{e}_{\alpha, \beta}=0$ for $\alpha=\beta, \boldsymbol{e}_{\alpha, \beta \gamma}=0$ for any $\alpha, \beta, \gamma, \boldsymbol{E}_{\alpha, \beta}=0$ for $\alpha=\beta$ and the componen ts of thenon-symmetric operator $\Xi_{\alpha \beta}(3.43)_{1}$ take the form:

$$
\begin{align*}
& \Xi_{11}:=\epsilon_{T}\left(M_{11}+\lambda_{1} g_{T}^{2}\right) \\
& \Xi_{12}:=\epsilon_{T}\left(M_{12}+2 \lambda_{1} g_{T}^{1}+\lambda_{2} g_{T}^{2}\right)  \tag{3.64}\\
& \Xi_{21}:=\epsilon_{T}\left(M_{21}+\lambda_{1} g_{T}^{1}+2 \lambda_{2} g_{T}^{2}\right) \\
& \Xi_{22}:=\epsilon_{T}\left(M_{22}+\lambda_{2} g_{T}^{1}\right)
\end{align*}
$$

where the short hand notation $\lambda_{\alpha}:=\boldsymbol{E}_{1,2}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\tau}_{\alpha}^{r e f}$ and $g_{T}^{\alpha}:=\bar{\xi}_{n+\vartheta}^{\alpha}-\bar{\xi}_{n}^{\alpha}$ has been introduced. In the above expressions, greek indices $\alpha, \beta, \gamma$ varies from 1 to 2 .
(A.2) Thermal con tact elemen tAssociated to eac h thermal con tact elemenwe define the vectors of nodal temperature v ariations $\delta \Theta_{c}$ and $\Delta \Theta_{c}$ containing the temperature v ariation of the slave (quadrature) node, denoted as $\delta \Theta_{s}$ and $\Delta \Theta_{s}$ respectively, and those of the $n$-master nodes in $\gamma_{e}^{(2) h}$, denoted as $\delta \Theta_{a}$ and $\Delta \Theta_{a}, a=1, \ldots, n$, respectively, as

$$
\delta \Theta_{c}:=\left\{\begin{array}{c}
\delta \Theta_{s}  \tag{3.65}\\
\delta \Theta_{1} \\
\cdot \\
\cdot \\
\delta \Theta_{n}
\end{array}\right\}, \quad \Delta \Theta_{c}:=\left\{\begin{array}{c}
\Delta \Theta_{s} \\
\Delta \Theta_{1} \\
\cdot \\
\cdot \\
\Delta \Theta_{n}
\end{array}\right\}
$$

Furthermore we introduce the following operators

$$
\boldsymbol{T}_{\Theta}=\left\{\begin{array}{c}
1  \tag{3.66}\\
-N_{1}(\overline{\boldsymbol{\xi}}) \\
\cdot \\
\cdot \\
-N_{n}(\overline{\boldsymbol{\xi}})
\end{array}\right\}, \quad \boldsymbol{T}_{G}=\left\{\begin{array}{c}
h_{\epsilon} \\
\left(1-h_{\epsilon}\right) N_{1}(\overline{\boldsymbol{\xi}}) \\
\cdot \\
\left(1-h_{\epsilon}\right) N_{n}(\overline{\boldsymbol{\xi}})
\end{array}\right\},
$$

where $h_{\epsilon}$ is the relative effusivity of the slave surface and $N_{a}, a=1, \ldots, n$ are the standard isoparametric shape functions of the arbitrary $n$-node master element.

With the preceding notation in hand, and using the key discrete relations,

$$
\begin{align*}
\delta g_{\theta}^{h} & =\boldsymbol{T}_{\theta} \cdot \delta \boldsymbol{\Theta}_{c} \\
\delta \theta_{G}^{h} & =\boldsymbol{T}_{G} \cdot \delta \boldsymbol{\Theta}_{c} \tag{3.67}
\end{align*}
$$

the thermal frictional con tact residual $\boldsymbol{R}_{c}^{\text {ther }}$ takes the expression,

$$
\begin{equation*}
\boldsymbol{R}_{c}^{\text {ther }}:=-Q_{h c} \boldsymbol{T}_{\Theta}+\mathcal{D}_{\text {fric }} \boldsymbol{T}_{G} \tag{3.68}
\end{equation*}
$$

The thermal frictional contact tangent operator can be split into the conduction $\boldsymbol{K}_{c_{N}}^{\text {ther }}$ and frictional dissipation $\boldsymbol{K}_{\boldsymbol{c}_{\boldsymbol{T}}}^{\text {ther }}$ contributions.

$$
\begin{equation*}
\boldsymbol{K}_{c}^{\text {ther }}:=\boldsymbol{K}_{c_{N}}^{\text {ther }}+\boldsymbol{K}_{c_{T}}^{\text {ther }} \tag{3.69}
\end{equation*}
$$

Additionally, from the thermal material and geometric terms in the bilinear form (3.15), the thermal normal contact and frictional tangent operators, can be split as

$$
\begin{align*}
& \boldsymbol{K}_{c_{N}}^{\text {ther }}:=\boldsymbol{K}_{c_{N}}^{\text {ther,mat }}+\boldsymbol{K}_{c_{N}, \text { geo }}^{\text {thee, }} \\
& \boldsymbol{K}_{c_{T}}^{\text {ther }}:=\boldsymbol{K}_{c_{T}, \text { mat }}^{\text {the }}+\boldsymbol{K}_{c_{T}, \text { gheo }}^{\text {the }} \tag{3.70}
\end{align*}
$$

where $\boldsymbol{K}_{c_{N}}^{\text {ther,mat }}$ and $\boldsymbol{K}_{c_{N}}^{\text {ther,geo }}$ are the material and geometric contributions to the thermal normal con tact tangent operator, respectiely, and $\boldsymbol{K}_{c_{T}}^{\text {ther,mat }}$ and $\boldsymbol{K}_{c_{T}}^{\text {ther,geo }}$ are the material and geometric con tributions to the thermal frictional tangen $t$ operator, respectedy.

Using the thermal operators defined above, the thermal normal contact tangent operators can be written as

$$
\begin{align*}
\boldsymbol{K}_{c_{N}}^{\text {ther,mat }} & :=\hat{h}\left(t_{N n+1}, \theta_{G n+1}\right) H\left(g_{N_{n+1}}\right) \boldsymbol{T}_{\Theta} \otimes \boldsymbol{T}_{\Theta}  \tag{3.71}\\
& +\partial_{\theta_{G}} \hat{h}\left(t_{N n+1}, \theta_{G n+1}\right) \boldsymbol{T}_{\Theta} \otimes \boldsymbol{T}_{G} \\
\boldsymbol{K}_{c_{N}}^{\text {ther,geo }} & :=0
\end{align*}
$$

where the last expression arise from the fact that $\Delta\left(\delta g_{\theta}\right)=0$ for a fixed configuration.
The thermal frictional tangent operators take the form

$$
\begin{array}{|l}
\hline \boldsymbol{K}_{c_{T}, \text {,mat }}^{\text {the }} \tag{3.72}
\end{array}:=-\partial_{\theta_{G}} \mathcal{D}_{\text {fric }} \boldsymbol{T}_{G} \otimes \boldsymbol{T}_{G}
$$

where the last expression arise from the fact that a constant effusivity parameter has been implicitly assumed and then $\Delta\left(\delta \theta_{G}\right)=0$ for a fixed configuration.
(B) Application: Residual and tangen $t$ operator for a n-node 2D surface elemett discretization. Here we will presen $t$ the finite elemen $t$ implemetration of the frictional contact
model, assuming an arbitrary n-node finite elemen t 2 D spatial discretization of conact (master) surfaces. Furthermore, w e will assume that nodal quadrature is used to define (3.50).

In what follows, we will restrict our atten tion to a typical slave quadrature point, i.e. a slave node using nodal quadrature, with curren $t$ placemen denoted as $\boldsymbol{x}$ and to the $n$-node master element surface containing its projection $\overline{\boldsymbol{y}} \in \gamma^{(2) h}$, denoted as $\gamma_{e}^{(2) h}$. It is assumed that the projection point $\overline{\boldsymbol{y}}$ lies in the interior domain of the surface element $\gamma_{e}^{(2) h}$.

W e will denote ascontact element the set of nodes consisting of the slave node (playing the role of quadrature point) and the $n$-master nodes defining the surface element $\gamma_{e}^{(2) h}$. Taking the nodal displacemen ts as nodal degrees of freedom will get the mechanical contact element while taking the nodal temperatures as nodal degrees of freedom we will get the thermal c ontact element
(B.1) Mec hanical contact elemen. Associated to each contact elemert we define the vectors of nodal variations $\delta \boldsymbol{\Phi}_{c}$ and $\Delta \boldsymbol{\Phi}_{c}$ containing the variation of the slave (quadrature) node, denoted as $\delta \boldsymbol{d}_{s}$ and $\Delta \boldsymbol{d}_{s}$ respectively, and those of the $n$-master nodes in $\gamma_{e}^{(2) h}$, denoted as $\delta \boldsymbol{d}_{a}$ and $\Delta \boldsymbol{d}_{a}, a=1, \ldots, n$, respectively, as

$$
\delta \boldsymbol{\Phi}_{c}:=\left\{\begin{array}{c}
\delta \boldsymbol{d}_{s}  \tag{3.73}\\
\delta \boldsymbol{d}_{1} \\
\cdot \\
\cdot \\
\delta \boldsymbol{d}_{n}
\end{array}\right\}, \quad \Delta \boldsymbol{\Phi}_{c}:=\left\{\begin{array}{c}
\Delta \boldsymbol{d}_{s} \\
\Delta \boldsymbol{d}_{1} \\
\cdot \\
\cdot \\
\Delta \boldsymbol{d}_{n}
\end{array}\right\}
$$

Furthermore we introduce the following operators

$$
\boldsymbol{N}=\left\{\begin{array}{c}
\nu  \tag{3.74}\\
-N_{1}(\overline{\boldsymbol{\xi}}) \nu \\
\cdot \\
\cdot \\
-N_{n}(\overline{\boldsymbol{\xi}}) \nu
\end{array}\right\}, \quad \boldsymbol{T}_{1}=\left\{\begin{array}{c}
\boldsymbol{\tau}_{1} \\
-N_{1}(\overline{\boldsymbol{\xi}}) \boldsymbol{\tau}_{1} \\
\cdot \\
-N_{n}(\bar{\xi}) \boldsymbol{\tau}_{1}
\end{array}\right\}, \quad \boldsymbol{N}_{1}=\left\{\begin{array}{c}
0 \\
-N_{1}, 1(\overline{\boldsymbol{\xi}}) \nu \\
\cdot \\
-N_{n}, 1(\bar{\xi}) \nu
\end{array}\right\}
$$

where $N_{a}, a=1, \ldots, n$, are the standard isoparametric shape functions of the arbitrary $n$-node elemen $t$. Using the operators in troduced above, evalso define:

$$
\begin{align*}
& \boldsymbol{D}^{1}:=A^{11}\left(\boldsymbol{T}_{1}+g_{N} \boldsymbol{N}_{1}\right)  \tag{3.75}\\
& \overline{\boldsymbol{N}}_{1}:=\boldsymbol{N}_{1}-\kappa_{11} \boldsymbol{D}^{1}
\end{align*}
$$

were, $A^{11}$ is the inverse of $A_{11}=m_{11}+g_{N} \kappa_{11}$.
With the preceding notation in hand, and using the key discrete relations,

$$
\begin{align*}
\delta g_{N}^{h} & :=-\boldsymbol{N} \cdot \delta \boldsymbol{\Phi}_{c}  \tag{3.76}\\
\delta \bar{\xi}^{1 h} & :=\boldsymbol{D}^{1} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}}
\end{align*}
$$

the frictional contact residual $\boldsymbol{R}_{c}$ takes the expression,

$$
\begin{equation*}
\boldsymbol{R}_{c}:=t_{N} \boldsymbol{N}-t_{T_{1}} \boldsymbol{D}^{1} \tag{3.77}
\end{equation*}
$$

The frictional con tact tangent operator can be split into the normal and tangent contributions.

$$
\begin{equation*}
\boldsymbol{K}_{c}:=\boldsymbol{K}_{c_{N}}+\boldsymbol{K}_{c_{T}} \tag{3.78}
\end{equation*}
$$

Additionally, from the material and geometric terms in the bilinear form (3.15), the normal contact and frictional tangent operators, can be split as

$$
\begin{align*}
\boldsymbol{K}_{c_{N}} & :=\boldsymbol{K}_{c_{N}}^{m a t}+\boldsymbol{K}_{c_{N}}^{g e o}  \tag{3.79}\\
\boldsymbol{K}_{c_{T}} & :=\boldsymbol{K}_{c_{T}}^{m a t}+\boldsymbol{K}_{c_{T}}^{g e o}
\end{align*}
$$

where $\boldsymbol{K}_{c_{N}}^{m a t}$ and $\boldsymbol{K}_{c_{N}}^{g e o}$ are the material and geometric contributions to the normal contact tangent operator, respectively, and $\boldsymbol{K}_{c_{T}}^{\text {mat }}$ and $\boldsymbol{K}_{c_{T}}^{g e o}$ are the material and geometric contributions to the frictional tangent operator, respectively.

Using the operators defined abo ve, the normal con tact tangent operators can be written as

$$
\begin{align*}
& \boldsymbol{K}_{c_{N}}^{\text {mat }}:=\epsilon_{N} H\left(g_{N}\right) \boldsymbol{N} \otimes \boldsymbol{N}  \tag{3.80}\\
& \boldsymbol{K}_{c_{N}}^{\text {geo }}:=t_{N}\left[g_{N} m^{11} \overline{\boldsymbol{N}}_{1} \otimes \overline{\boldsymbol{N}}_{1}-\left(\boldsymbol{D}^{1} \otimes \boldsymbol{N}_{1}+\boldsymbol{N}_{1} \otimes \boldsymbol{D}^{1}\right)+\kappa_{11} \boldsymbol{D}^{1} \otimes \boldsymbol{D}^{1}\right]
\end{align*}
$$

To define the frictional tangent operators, ve introduce first the following operators:

$$
\begin{align*}
\boldsymbol{T}_{11} & :=\left[0^{T},-N_{1,1}(\overline{\boldsymbol{\xi}}) \boldsymbol{\tau}_{1}^{T}, \ldots,-N_{n, 1}(\overline{\boldsymbol{\xi}}) \boldsymbol{\tau}_{1}^{T}\right]^{T} \\
\boldsymbol{N}_{11} & :=\left[0^{T},-N_{1,11}(\overline{\boldsymbol{\xi}}) \boldsymbol{\nu}^{T}, \ldots,-N_{n, 11}(\overline{\boldsymbol{\xi}}) \boldsymbol{\nu}^{T}\right]^{T}  \tag{3.81}\\
\boldsymbol{P}_{1} & :=\left[0^{T},-N_{1,1}(\overline{\boldsymbol{\xi}}) \boldsymbol{p}_{T}^{b T}, \ldots,-N_{n, 1}(\overline{\boldsymbol{\xi}}) \boldsymbol{p}_{T}^{b T}\right]^{T}
\end{align*}
$$

where the shape functions are ev aluated at $\bar{\xi}$. Based on the definitions $(3.74),(3.75)$ and (3.81), we introduce the additional operators

$$
\begin{align*}
& \overline{\boldsymbol{T}}_{11}:=\boldsymbol{T}_{11}-\left(\boldsymbol{e}_{1,1}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\tau}_{1}\right) \boldsymbol{D}^{1} \\
& \overline{\boldsymbol{P}}_{1}:=\boldsymbol{P}_{1}-\left(\boldsymbol{e}_{1,1}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{p}_{T}^{\mathrm{b}}\right) \boldsymbol{D}^{1}  \tag{3.82}\\
& \hat{\boldsymbol{T}}_{11}:=\boldsymbol{T}_{11}+g_{N} \boldsymbol{N}_{11} \\
& \hat{\boldsymbol{D}}^{1}:=\boldsymbol{D}^{1}-m^{11} \boldsymbol{T}_{1}
\end{align*}
$$

With the preceding notation in hand, and using the key discrete relations,

$$
\begin{align*}
\left(\delta \varphi^{(1) h}-\delta \varphi^{(2) h}\right) \cdot \boldsymbol{\tau}_{1} & :=\boldsymbol{T}_{1} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}} \\
\delta \varphi_{, 1}^{(2) h} \cdot \boldsymbol{\nu} & :=-\boldsymbol{N}_{1} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}} \\
\delta \varphi_{, 1}^{(2) h} \cdot \boldsymbol{\tau}_{1} & :=-\boldsymbol{T}_{11} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}}  \tag{3.83}\\
\delta \boldsymbol{\varphi}_{, 11}^{(2) h} \cdot \boldsymbol{\nu} & :=-\boldsymbol{N}_{11} \cdot \delta \boldsymbol{\Phi}_{\boldsymbol{c}}
\end{align*}
$$

the geometric part of the frictional tangen $t$ operator can be written as

$$
\begin{align*}
& \boldsymbol{K}_{c_{T}}^{g e o}:=t_{T_{1}} A^{11} \boldsymbol{K}_{c_{T 1}}^{\text {geo }} \\
& \boldsymbol{K}_{c_{T 1}}^{g e o}:=\hat{\boldsymbol{T}}_{11} \otimes \boldsymbol{D}^{1}+\boldsymbol{D}^{1} \otimes \hat{\boldsymbol{T}}_{11} \\
&+\hat{\boldsymbol{D}}^{1} \otimes \overline{\boldsymbol{T}}_{11}+\overline{\boldsymbol{T}}_{11} \otimes \hat{\boldsymbol{D}}^{1}  \tag{3.84}\\
&-\left(\boldsymbol{N} \otimes \overline{\boldsymbol{N}}_{1}+\overline{\boldsymbol{N}}_{1} \otimes \boldsymbol{N}\right) \\
&-\left(\boldsymbol{e}_{1,1}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\tau}_{1}+g_{N} \boldsymbol{e}_{1,11}(\overline{\boldsymbol{\xi}}) \cdot \boldsymbol{\nu}\right) \boldsymbol{D}^{1} \otimes \boldsymbol{D}^{1} \\
& \hline
\end{align*}
$$

The material part of the frictional tangent operator will depend of the slip/stic k frictional state. Using the abo ve definitions, the stick material frictional tangen $t$ operator, denoted as $\boldsymbol{K}_{\boldsymbol{c}_{T}}^{\text {mat,stick }}$ and the slip material frictional tangen t operator, denoted as $\boldsymbol{K}_{c_{T}}^{m a t, s l i p}$, can be written as

$$
\begin{align*}
& \boldsymbol{K}_{c_{T}}^{\text {mat,stick }}:=\Xi_{11} \boldsymbol{D}^{1} \otimes \boldsymbol{D}^{1} \\
& \boldsymbol{K}_{c_{T}}^{\text {mat,slip }}:=-\left(1-\bar{\beta}_{2}\right) \mu(\alpha) \epsilon_{N} H\left(g_{N}\right) p_{T_{1}} \boldsymbol{D}^{1} \otimes \boldsymbol{N} \\
& +\bar{\beta}_{1} \Xi_{11} \boldsymbol{D}^{1} \otimes \boldsymbol{D}^{1}  \tag{3.85}\\
& -\left[\mu(\alpha) t_{N}-\frac{\bar{\beta}_{1}}{\| \boldsymbol{t}_{T}^{t^{+r i a l} \|}}\right] \boldsymbol{D}^{1} \otimes \overline{\boldsymbol{P}}_{1}
\end{align*}
$$

where $\bar{\beta}_{1}:=\beta_{1} \partial_{\alpha} \mu(\alpha) t_{N}$ and $\bar{\beta}_{2}:=\beta_{2} \partial_{\alpha} \mu(\alpha) t_{N}$ and $\beta_{1}$ and $\beta_{2}$ are given in (3.45).
Remark 3.6. Linear surface elements. Note that for the particular case of 2-node linear surface finite elemen ts, $\boldsymbol{N}_{11}=0, \boldsymbol{e}_{1,1}=0, \kappa_{11}=0, \boldsymbol{e}_{1,11}=0, \boldsymbol{E}_{1,1}=0, A^{11}=m^{11}$ and $\Xi_{11}:=\epsilon_{T} M_{11}$.
(B.2) Thermal con tact elemen the thermal con tact finite elemen $t$ matrices and $v$ ectors for a 2D surface element discretization are the same than the ones giv en aboe for the general 3D surface element discretization.

## 4. NUMERICAL SIMULATIONS

The form ulation presented in the preceding sections is illustrated belw in a number of numerical simulations. The goals are to pro vide a practical accuracy assessmert of the thermal frictional con tact model and to demonstrate the robustness of the verall frictional contact form ulation in differet numerical simulations and particularly in metal forming operations. The calculations are performed with an enhanced version of the finite elemen $t$ program FEAP developed by R.L. T aylor and J.C. Simo and documened in Zienkiewicz \& Taylor (1991).
(A) Frictional Heating of a Block on a Rigid Surface. This example is taken from W riggers \& Miehe (1992) and is concerned mainly with the mehanism of heating due to frictional dissipation. W e consider an elastic block sliding over a rigid block. Both bodies are considered to be heat conductors. The upper body, a square blok of 1.25 mm , moves within $3.75 \cdot 10^{-3} \mathrm{~s}$ from the left to the righ t end of the lower block. This lo wer blbcis a rectangle of 5.00 mm length by 1.25 mm height. During this process a pressure of $10 \mathrm{~N} / \mathrm{mm}^{2}$ is applied on the top of the upper block. Both bodies are considered to be of aluminium. The material parameters for aluminium are given in Table IV.1. Frictional behavior at the interface is considered through a constant frictional coefficiert of 0.2 within a Coulomb frictional model.

The geometry of the problem was modeled with 25 continuum elements being utilized for the discretization of the upper elastic block and 100 continuum elements being utilized for the discretization of the low er rigid blod. Frictional contact constraints w ere regularized by means of penalt y method and the normal and tangettial penalty parameters w ere takn as $\varepsilon_{N}=1 \cdot 10^{5} \mathrm{~N} / \mathrm{mm}^{2}$ and $\varepsilon_{T}=1 \cdot 10^{5} \mathrm{~N} / \mathrm{mm}^{2}$, respectively. The displacement of the upper block has been imposed b y prescribing the driving tangen tial displacemen ts at the top of the upper block. The sliding process has been ac hieved in 100 time steps. The sides of the bloks

| Bulk Modulus | $\kappa=58,333 \mathrm{~N} / \mathrm{mm}^{2}$ |
| :---: | :---: |
| Shear Modulus | $G=26,926 \mathrm{~N} / \mathrm{mm}^{2}$ |
| Densit y | $\rho_{0}=2.7 \cdot 10^{-9} \mathrm{~N} \mathrm{~s} \mathrm{~s}^{2} / \mathrm{mm}^{4}$ |
| Thermal Expansion Coefficient | $\alpha=23.86 \cdot 10^{-6} \mathrm{~K}^{-1}$ |
| Thermal Conductivity | $k=150 \mathrm{~N} / \mathrm{s} \mathrm{K}$ |
| Thermal Capacity | $c=0.9 \cdot 10^{9} \mathrm{~mm} / \mathrm{m}^{2} \mathrm{~K}$ |
| Thermal Resistance Coefficient | $h_{c o}=150 \mathrm{~N} / \mathrm{s} \mathrm{K}$ |
| Vic kers Hardness | $H_{e}=932 \mathrm{~N} / \mathrm{mm}^{2}$ |
| Exponen t | $\varepsilon=0.95$ |
| Relative Thermal Effusivity | $h_{\epsilon}=0.5$ |

Table IV.1. Aluminium material properties
which are not in contact have been assumed thermally isolated. Heat conduction flux and frictional dissipation heat source at the contact interface have been considered. Plane strain conditions have been assumed in the analysis. A fractional step method, arising from an (isothermal) operator split of the momentum and reduced dissipation balance equations, was used to solve the coupled thermomechanical nonlinear system of equations. The NewtonRaphson method, combined with a line searc h optimization procedure, was used to solve the nonlinear system of equations arising from the spatial and temporal discretization of the weak form of the momentum and reduced dissipation balance equations. Con vergence of the incremen tal iterative solution procedure w as monitored b y requiring a tolerance of $10^{-20}$ in the energy norm.

Table IV. 2 sho ws the Euclidean norm of the residual at three ypical mec hanical + thermal time steps. For each step, the boldface line separates the mec hanical and thermal entries of the Euclidean norm of the residual obtained in the solution of the mechanical and thermal problem, respectively.

| Step 20 | Step 50 | Step 80 |
| :---: | :---: | :---: |
| $1.67464 \mathrm{E}+03$ | $1.67464 \mathrm{E}+03$ | $1.67463 \mathrm{E}+03$ |
| $1.48534 \mathrm{E}+02$ | $1.48549 \mathrm{E}+02$ | $1.48556 \mathrm{E}+02$ |
| $3.27963 \mathrm{E}+01$ | $3.27688 \mathrm{E}+01$ | $3.27540 \mathrm{E}+01$ |
| $1.25703 \mathrm{E}+02$ | $1.25322 \mathrm{E}+02$ | $1.25152 \mathrm{E}+02$ |
| $5.26016 \mathrm{E}+00$ | $5.18675 \mathrm{E}+00$ | $5.15008 \mathrm{E}+00$ |
| $4.78359 \mathrm{E}-03$ | $4.60015 \mathrm{E}-03$ | $4.50579 \mathrm{E}-03$ |
| $1.90039 \mathrm{E}-09$ | $1.79104 \mathrm{E}-09$ | $1.74612 \mathrm{E}-09$ |
| $3.77591 \mathrm{E}+02$ | $3.53182 \mathrm{E}+02$ | $3.59583 \mathrm{E}+02$ |
| $4.11398 \mathrm{E}-02$ | $3.20033 \mathrm{E}-02$ | $3.93119 \mathrm{E}-02$ |
| $9.07564 \mathrm{E}-10$ | $6.40018 \mathrm{E}-10$ | $9.97886 \mathrm{E}-10$ |

Table IV.2. Frictional Heating of an Elastic Bloc k on a Rigid Surface. Euclidean norm of the residual at three typical mec hanical + thermal time steps

Figures 4.1 and 4.2 sho $w$ the (relative) temperature distribution and $v$ ertical componen $t$ of the heat flux, respectively, for each one of the blocks, at three different stages of the sliding process: (a) Step $=20$, Time $=7.500 \cdot 10^{-4}$; (b) Step $=50$, Time $=1.875 \cdot 10^{-3}$; (c) Step=100, Time $=3.000 \cdot 10^{-3}$.


Figure 4.1. Frictional Heating of an Elastic Block on a Rigid Surface. Relative temperature distribution at three different stages of the sliding process: (a) Step $=20$, Time $=7.500 \cdot 10^{-4}$; (b) Step $=50$, Time $=1.875 \cdot 10^{-3}$; (c) Step $=100$, Time $=3.000 \cdot 10^{-3}$


Figure 4.2. Frictional Heating of an Elastic Block on a Rigid Surface. Vertical heat flux distribution at three different stages of the sliding process: (a) Step $=20$, Time $=7.500 \cdot 10^{-4}$; (b) Step $=50$, Time $=1.875 \cdot 10^{-3}$; (c) Step=100, Time $=3.000 \cdot 10^{-3}$

Figures 4.3 and 4.4 show the frictional dissipation and con tact pressure at the conact interface, at the same three differen $t$ stages of the sliding process.
(B) Upsetting of a Billet. This example is tak en from Wiggers \& Miehe (1992) and is concerned with the $n$ umerical simulation of the thermoplastic upsetting process of an aluminium block. The block is pressed between two rigid plates which are able to conduct heat. Within this process heating of the block occurs due to plastic internal dissipation within the bloc k and frictional dissipation on the cortact surface. W e consider a thermoplastic model of $J_{2}$-flow at finite strains, with a logarithmic stored free energy function and isotropic saturation hardening com bined with thermal softening, summarized in $\boldsymbol{\pi -}$ ble IV.3. This model falls within the format of the general class of models for multiplicative plasticity described in Section 2, with the plastic incompressibility constraint $\operatorname{det}\left[\boldsymbol{F}^{p}\right]=1$ enforced. Then $J:=\operatorname{det}[\boldsymbol{F}]=\operatorname{det}\left[\boldsymbol{F}^{e}\right]$ and we denote as $\overline{\boldsymbol{b}}^{e}:=J^{-2 / 3} \boldsymbol{b}^{e}$ the volume preserving part of the elastic left Cauc hy-Green tensor $\boldsymbol{b}^{e}$. See Simo $(1992,1994)$ and Armero \& Simo (1992b, 1993) for a detailed description of a particular class of exponen tial return mapping algorithms for multiplicative plasticity, which preserve the classical scheme of return mapping algorithms developed for infinitesimal plasticit $y$. The material properties for the aluminium are given in Table IV.1. An initial uniform thermal distribution at the reference temperature $\Theta_{0}=293.15 \mathrm{~K}$ has been assumed. Plastic behavior is characterized by an isotropic linear hardening law with initial yield stress at reference temperature $y_{0}\left(\Theta_{0}\right)=70$ MP a and hardening parameter at reference temperatureh $\left(\Theta_{0}\right)=210 \mathrm{MPa}$. Linear thermal softening is given by the thermal softening parameters $w_{0}=3 \cdot 10^{-4}$ and $w_{h}=3 \cdot 10^{-4}$. Frictional behavior at the interface is considered through a constant frictional coefficien of 0.2 within a Coulomb frictional model.

Due to symmetry only one quarter of the system was discretized using 50 finite elemen ts in the block and 60 finite elemen ts in the rigid plate. The Q1/E12 assumed enhanced strain tri-linear finite elemen $t$ at finite deformations dev eloped by Simo, Armero \& aflor (1993) w as used for the discretization of the billet. The finite element mesh size used for the bloc k in Wriggers \& Miehe (1992) was not small enough to capture the temperature distribution generated by heat conduction and frictional dissipation at the con tact surface, for high values of the billet height reduction. The billet is deformed within a time of 0.0035 s . The upsetting process has been achieved by prescribing the vertical displacemen $t$ of the rigid plates. The upsetting of the bloc k , up to a final billet height reduction of $60 \%$, has been achieved in 100 time steps.

Time in tegration of the coupled thermoplastic problem wis performed using a staggered algorithm based on an isothermal operator split of the governing equations. Time integration of the transient thermal equations, as w ell as the internal variables, has been done using a Backward-Euler time-stepping algorithm. The Newton-Raphson method, combined with a line search optimization procedure, was used to solve the nonlinear systems of equations arising from the spatial and temporal discretization of the weak form of the momentum balance and reduced energy equations. Convergence of the incremen tal iterative solution procedure was monitored by requiring a tolerance of $10^{20}$ in the energy norm.

The analysis w as performed in a Silicon Graphics Bwer Challenge L Workstation and it was accomplished in 7:58 min CPU time. Table IV. 4 sho ws the Euclidean norm of the residual at three typical mec hanical + thermal time steps. Fr each step, the boldface line separates the mec hanical and thermal en tries of the Euclidean norm of the residual obtained in the solution of the mec hanical and thermal problem, respectixly.

Figures 4.5 and 4.6 sho w the (relative) temperature and equizlent plastic strain distribution, respectively, at different stages of the upsetting process, corresponding to billet height reductions of $30 \%, 45 \%$ and $60 \%$.
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Figure 4.3. Frictional Heating of an Elastic Block on a Rigid Surface. Frictional dissipation distribution at the contact interface at three different stages of the sliding process: (a) Step $=20$, Time $=7.500 \cdot 10^{-4}$; (b) Step $=50$, Time $=1.875 \cdot 10^{-3}$; (c) Step $=100$, Time $=3.000 \cdot 10^{-3}$


Figure 4.4. Frictional Heating of an Elastic Bloc $k$ on a Rigid Surface. Con tact pressure distribution at the contact interface at three different stages of the sliding process: (a) Step $=20$, Time $=7.500 \cdot 10^{-4}$; (b) Step $=50$, Time $=1.875 \cdot 10^{-3}$; (c) Step $=100$, Time $=3.000 \cdot 10^{-3}$

1. Free energy function:

$$
\hat{\psi}\left(\boldsymbol{b}^{e}, \xi, \Theta\right)=W\left(\overline{\boldsymbol{b}}^{e}\right)+U(J)+M(J, \Theta)+T(\Theta)+K(\xi, \Theta),
$$

i. Logarithmic h yperelastic response $\mu>0$ and $\kappa>0$ constants),

$$
W\left(\overline{\boldsymbol{b}}^{e}\right)=\mu \sum_{A=1,3}\left[\log \left(\bar{\lambda}_{A}^{e}\right)\right]^{2} \quad \text { and } \quad U(J)=\frac{1}{2} \kappa \log ^{2} J,
$$

where $\bar{\lambda}_{A}^{e}=J^{-1 / 3} \lambda_{A}^{e}{ }^{A=1,3}{ }^{3} \lambda_{A}^{e}$ are the elastic principal stretches.
ii. Thermoelastic coupling,

$$
M(J, \Theta)=-3 \kappa \alpha\left(\Theta-\Theta_{0}\right) \log J
$$

iii. Thermal con tribution,

$$
T(\Theta)=c_{0}\left[\left(\Theta-\Theta_{0}\right)-\Theta \log \left(\Theta / \Theta_{0}\right)\right]
$$

iv. Hardening poten tial,
where

$$
K(\xi, \Theta)=\frac{1}{2} h(\Theta) \xi^{2}-\left[y_{0}(\Theta)-y_{\infty}(\Theta)\right] H(\xi)
$$

$$
H(\xi):= \begin{cases}\xi-\left(1-\exp ^{-\delta \xi}\right) / \delta, & \text { if } \delta \neq 0 \\ 0, & \text { if } \delta=0\end{cases}
$$

2. Plastic response:
i. Von Mises yield criterion with flow stress $\sigma_{Y}(\Theta):=y_{0}(\Theta)$,

$$
\hat{\phi}(\boldsymbol{\tau}, \beta, \Theta)=\sqrt{\frac{3}{2}}\|\operatorname{dev}[\boldsymbol{\tau}]\|+\beta-\sigma_{Y}(\Theta) \leq 0
$$

ii. Hardening variable $\beta$ conjugate to $\xi$,

$$
\beta:=-\partial_{\xi} \hat{\psi}=-\left[h(\Theta) \xi-\left(y_{0}(\Theta)-y_{\infty}(\Theta)\right)\left(1-\exp ^{-\delta \xi}\right)\right] .
$$

iii. Linear thermal softening,

$$
\left.\begin{array}{rl}
y_{0}(\Theta) & =y_{0}\left(\Theta_{0}\right)\left[1-w_{0}\left(\Theta-\Theta_{0}\right)\right] \\
h(\Theta) & =h\left(\Theta_{0}\right)\left[1-w_{h}\left(\Theta-\Theta_{0}\right)\right] \\
y_{\infty}(\Theta) & =y_{\infty}\left(\Theta_{0}\right)\left[1-w_{h}\left(\Theta-\Theta_{0}\right)\right]
\end{array}\right\}
$$

Table IV.3. Thermoplastic model: $J_{2}$-flow theory

Figures 4.7 and 4.8 show the frictional dissipation and con tact pressure distribution, respectively, at the contact surface, at the same differen $t$ stages of the upsetting process.

| Step 50 | Step 75 | Step 100 |
| :---: | :---: | :---: |
| $8.15773 \mathrm{E}+02$ | $8.13804 \mathrm{E}+02$ | $8.05270 \mathrm{E}+02$ |
| $5.91627 \mathrm{E}+01$ | $6.20615 \mathrm{E}+01$ | $6.78419 \mathrm{E}+01$ |
| $1.26919 \mathrm{E}+01$ | $3.25550 \mathrm{E}+01$ | $6.89033 \mathrm{E}+01$ |
| $1.21883 \mathrm{E}+00$ | $7.96927 \mathrm{E}+00$ | $3.43222 \mathrm{E}+01$ |
| $1.11981 \mathrm{E}-02$ | $1.41444 \mathrm{E}-01$ | $5.82032 \mathrm{E}+00$ |
| $9.33841 \mathrm{E}-07$ | $6.39979 \mathrm{E}-05$ | $6.48231 \mathrm{E}-02$ |
| $9.66732 \mathrm{E}-11$ | $9.39676 \mathrm{E}-11$ | $1.90928 \mathrm{E}-05$ |
|  |  | $1.20049 \mathrm{E}-10$ |
| $1.45432 \mathrm{E}+04$ | $2.75136 \mathrm{E}+04$ | $7.88499 \mathrm{E}+04$ |
| $1.03186 \mathrm{E}+01$ | $4.29962 \mathrm{E}+01$ | $3.91760 \mathrm{E}+02$ |
| $1.09560 \mathrm{E}-05$ | $1.88359 \mathrm{E}-04$ | $2.21231 \mathrm{E}-02$ |
| $8.65355 \mathrm{E}-10$ | $8.86778 \mathrm{E}-10$ | $9.28287 \mathrm{E}-10$ |

Table IV.4. Upsetting of a Billet. Euclidean norm of the residual for three $t$ ypical mec hanical + thermal time steps

## 5. CONCLUDING REMARKS

A numerical model for the analysis of coupled thermomechanical m ulti-body frictional contact problems at finite deformations has been presented. The m ulti-body frictional contact form ulation has been fully developed on a continuum setting within a fully nonlinear kinematics. A con tact pressure and temperature dependen $t$ thermal con tact model has been considered.

The solution of the coupled problem was performed within the context of fractional step methods by a product form ula algorithm arising from an operator split of the local eatution governing equations. This method leads to a partitioning of the coupled problem into a mechanical phase and a thermal phase to be solv ed sequentially by a staggered algorithm.

Within the context of the displacemen $t$-driven form ulation of frictional contact problems, exploiting the computational framework developed for plasticity, tw o frictional return mapping algorithms have been considered: the BE and the implicit PMP rules. An exact linearization of the algorithms allo ws to derive the consistent frictional contact tangent operator.

Numerical simulations shown the suitabilit y of the proposed model to deal with the analysis of fully coupled thermomechanical problems.
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Figure 4.5. Upsetting of a Billet. Temperature distribution at three different time steps, corresponding to billet height reductions of $30 \%, 45 \%$ and $60 \%$
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Figure 4.6. Upsetting of a Billet. Equivalent plastic strain distribution at three different time steps, corresponding to billet height reductions of $30 \%, 45 \%$ and $60 \%$


Figure 4.7. Upsetting of a Billet. Frictional dissipation distribution at the contact surface for three different time steps, corresponding to billet height reductions of $30 \%$, $45 \%$ and $60 \%$


Figure 4.8. Upsetting of a Billet. Contact pressure distribution at the contact surface for three different time steps, corresponding to billet heigh $t$ reductions of $30 \%, 45 \%$ and $60 \%$
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