Modelling and simulation of the sea-landing of aerial vehicles using the Particle Finite Element Method
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A B S T R A C T

In this paper the Particle Finite Element Method (PFEM) is applied to the simulation of the sea-landing of an unmanned aerial vehicle (UAV). The problem of interest consists in modelling the impact of the vehicle against the water surface, analyzing the main kinematic and dynamic quantities (such as loads exerted upon the capsule at the moment of the impact). The PFEM, a methodology well-suited for free-surface flow simulation is used for modelling the water while a rigid body model is chosen for the vehicle. The vehicle under consideration is characterized by low weight. This leads to difficulties in modelling the fluid-structure interaction using standard Dirichlet-Neumann coupling. We apply a modified partitioned strategy introducing the interface Laplacian into the pressure Poisson’s equation for obtaining a convergent FSI solution. The paper concludes with an industrial example of a vehicle sea-landing modelled using PFEM.
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1. Introduction and outline

The sea-landing of aerial vehicles is one important practical application where numerical simulation of fluid-structure interaction (FSI) is of great importance since the preliminary physical tests turn out to be excessively expensive. The simulation tests can provide both qualitative and quantitative insight into the movement of the vehicle and predict the impact forces.

It is worth mentioning that up-to-date there exists a rather sparse literature on the sea-landing studies. Experimental investigations of the water landing were presented in Vaughan (1959). Numerical studies can be found e.g. in Littell (2007) where the commercial software LS-DYNA was used. However, several of the existing fluid-structure interaction techniques can be applied to the problem of interest. One such possibility is the Arbitrary Lagrangian Eulerian (ALE) approach known for its accuracy (see e.g. Donea et al., 1982 or Souli et al., 2000). Unfortunately, even the most advanced ALE formulations arrive to their limits when the domain shape deformations are large, which is the case for the problem at hand. In such situations, re-meshing becomes inevitable. Another alternative are the fixed grid approaches equipped with the volume of fluid (VOF) or the Level set method (Legay et al., 2006; Rossi et al., 2013). Although possible, the use of fixed grid methods is not trivial for the problem at hand, since it would require dealing with an FSI boundary cutting the grid elements at arbitrary positions. This would require implementing some sort of embedded technique (Codina et al., 2009; Ryzhakov and Oñate, 2010). Smooth Particle Hydrodynamics (SPH)-based approaches (see e.g. Liu, 2003; Antoci et al., 2007) represent a viable alternative and we verify our formulation against one of the few available benchmark examples (Oger et al., 2006). The problem of the majority of SPH methods is related to the artificial compressibility they usually introduce, which leads to the generation and propagation of non-physical pressure waves in the fluid domain. Such effects may be relevant when estimating the impact forces.

Yet another possibility relies on applying the Particle Finite Element Method (PFEM) (Oñate et al., 2004; Idelsohn et al., 2004; Larese et al., 2008; Ryzhakov et al., 2010). PFEM is a class of Lagrangian Finite Element methods developed for treating free-surface flows and it enables efficient treatment of such complex FSI problems. This option is explored here. We present an approach where the PFEM fluid formulation is coupled to the rigid body model representing the vehicle. The rigid body approximation is a reasonable choice considering that the deformations of the solid are of no interest in the study.

In the present study the unmanned aerial vehicle (UAV) under consideration is characterized by a low weight. The average density, when empty, is some three times lower than that of water. In such case standard Dirichlet-Neumann FSI strategies require excessive number of coupling iterations or do not converge
at all. There are several techniques for tackling this problem. Among them there are the under-relaxation techniques (Kuettler and Wall, 2008), Robin–Robin coupling strategies (Badia et al., 2009), methods based on introducing slight compressibility to the fluid (Ryzhakov et al., 2010) and others. We adopt here the FSI coupling equipped with the so-called ‘interface Laplacian technique’ (Idelsohn et al., 2009; Rossi and Oñate, 2010) which ensures convergence. This technique accounts for the structural motion within the pressure Poisson’s equation of the fluid. It can be easily implemented within an existing Dirichlet–Neumann coupling.

The paper is organized as follows. First, the basic concepts of the PFEM are introduced. The fractional step technique is applied to solution of the governing system. Next, a rigid body model is described and the FSI coupling scheme is presented. The paper concludes with an example section, where the method is validated first and then applied to a problem of sea-landing of a UAV. Two stages of analysis are presented: the impact of the capsule against water and the floating of the capsule in water.

2. The PFEM-based model for the fluid

The PFEM adopts an updated Lagrangian framework for the description of the fluid, where the mesh nodes are treated as particles that can freely move and even separate from the main fluid domain (Oñate et al., 2004; Idelsohn et al., 2004). The key idea of the PFEM is that the variables of interest are stored at the nodes instead of the Gauss points. This results in a hybrid between a standard FE and a mesh-free method. A finite element mesh is created at every time step of the dynamic problem and the solution is then stored at the nodes. The nodes move according to their velocity obtaining their new positions and then the finite element mesh is re-generated using a Delaunay triangulation (Delaunay, 1934). In our approach, we use simplicial triangular/tetrahedral meshes. In treating problems involving free surface flows the boundary is determined at every time step using the alpha-shape technique (Alikiraju et al., 1999; Oñate et al., 2004).

It is important to remark that the convective term of the momentum equation disappears in the Lagrangian description. Therefore the problem remains elliptic and the discrete system is symmetric. Thus the stability problems faced in Eulerian methods due to the presence of the convective term do not exist in PFEM.

Governing equations for an incompressible fluid in a Lagrangian framework: A viscous incompressible flow is described by Navier–Stokes equations, which in the Lagrangian framework can be written as (a Newtonian fluid is considered):

\[
\rho \frac{\partial \mathbf{V}}{\partial t} + \nabla p - \rho (\mathbf{V} \cdot \nabla \mathbf{V}) = \rho \mathbf{g}
\]

(1)

\[
\nabla \cdot \mathbf{V} = 0
\]

(2)

where \( \mathbf{V} \) is the velocity vector, \( p \) the pressure, \( t \) the time, \( \mathbf{g} \) the body force, \( \rho \) the density and dynamic viscosity \( \mu \).

We define the residual of the momentum and continuity equations as

\[
\mathbf{r}_m = \rho \mathbf{g} - \left( \rho \frac{\partial \mathbf{V}}{\partial t} + \nabla p - \rho (\mathbf{V} \cdot \nabla \mathbf{V}) \right)
\]

(3)

\[
\mathbf{r}_c = \mathbf{V} \cdot \mathbf{V}
\]

(4)

The problem to be solved becomes finding \( \mathbf{V} \) and \( p \) such that

\[
\mathbf{r}_m = 0
\]

(5)

and

\[
\mathbf{r}_c = 0
\]

(6)

A discrete version of the governing system obtained using linear equal order velocity–pressure finite elements in space and Backward Euler time integration scheme\(^1\) reads (note that the discrete variables are distinguished from their continuous counterparts by an over-bar)

\[
\mathbf{r}_m = F^{n+1} - \left( M \nabla \mathbf{V}_n + \nabla p_n + \mu \mathbf{L} \mathbf{V}_n \right) = 0
\]

(7)

\[
\mathbf{r}_c = \mathbf{D} \mathbf{V}_{n+1} + \mathbf{S} p_{n+1} = 0
\]

(8)

where \( \mathbf{V} \) and \( p \) are the velocity and pressure respectively, \( F \) is the body force vector, \( M \) is the mass matrix, \( \mathbf{L} \) is the Laplacian matrix, \( \mathbf{G} \) is the gradient matrix and \( \mathbf{S} \) is the stabilization matrix necessary for ensuring pressure stability whenever equal order velocity–pressure interpolation is used. Discussing details of the pressure stabilization lie outside of the scope of this work and the ideas presented here can be applied in conjunction with any stabilization technique such as Galerkin/Least squares (GLS) (Hughes et al., 1989), finite calculus (FIC) (Oñate, 2000, 2004), algebraic sub-grid scales (AGS) or orthogonal sub-scales (OSS) (Codina, 2002). In the present implementation the FIC stabilization method was used.

The matrices are assembled from the elemental contributions defined as

\[
\mathbf{M} = \int_{\Omega} \delta \mathbf{V} (N_i, N_j) d\Omega
\]

\[
\mathbf{L} = \int_{\Omega} \frac{\partial N_i}{\partial x_j} d\Omega
\]

\[
\mathbf{G} = \int_{\Omega} \left\{ \frac{\partial}{\partial x_j} (N_i \nabla N_j) \right\} d\Omega
\]

\[
\mathbf{D} = \mathbf{G}^T
\]

\[
\mathbf{F} = \int_{\Omega} \left( \mathbf{N} \right) d\Omega
\]

Where \( N \) stands for the standard linear FE shape functions and \( \delta \) is the Kronecker delta function. The capital indices stand for the spatial components of a vector.

The fractional step method (Chorin, 1967; Temam, 1969) is applied to the monolithic system defined by Eq. (7) permitting an efficient implementation. It is based on the solution of the momentum equations for an intermediate (non-solenoidal) velocity \( \mathbf{v} \) and a subsequent correction performed to obtain the end-of-step velocity \( \mathbf{V}^{n+1} \). Thus the solution of the governing system equation (7) is replaced by three sequential steps:

\[
\mathbf{r}_m = F^{n+1} - \left( M \nabla \mathbf{v}_n - \mathbf{G} p_n + \mu \mathbf{L} \mathbf{v}_n \right) = 0
\]

(9)

\[
\Delta t \left( L (p_{n+1} - p_n) + \mathbf{S} p_{n+1} \right) = \mathbf{D} \mathbf{V}_n
\]

(10)

\[
M \nabla \mathbf{V}_{n+1} - \mathbf{G} (p_{n+1} - p_n) = 0
\]

(11)

Note that the velocity and the pressure solution steps become decoupled. First, Eq. (9) is solved for \( \mathbf{v} \) knowing \( p_n \) and \( \mathbf{V}_n \), then the end-of-step pressure \( p_{n+1} \) is computed from \( \mathbf{v} \) (Eq. (10)). Finally, the end-of-step velocity is found from \( p_{n+1} \) and \( \mathbf{v} \) according to Eq. (11).

Re-meshing and boundary definition: As in the PFEM the mesh is moving in time, the computational mesh undergoes deformation. Therefore, the re-meshing and the re-determination of the domain’s boundaries must be executed. In the PFEM the mesh is

\(^1\) The time integration using the Backward Euler scheme is assumed for the sake of simplicity. However, all the arguments presented in the paper can be extended to any implicit time integration scheme.
re-generated at every time step of a dynamic problem using the Delaunay triangulation/tetrahedralization (Delaunay, 1934; Edelsbrunner and Shah, 1996; Calvo and Idelsohn, 2003). When using the term ‘mesh re-generation’ we slightly abuse the terminology since when the Delaunay technique is applied, only the nodal connectivities (and thus elements) change, while the nodes themselves remain generally preserved.

The Delaunay partition facilitates the recognition of the boundary nodes. Considering that the nodes follow a variable \( h(x) \) distribution, where \( h(x) \) is the minimum distance between two nodes, the following criterion defines the boundary recognition used in the classical PFEM approach (Ohate et al., 2004): all nodes on an empty sphere with a radius greater than \( a_h \) are considered boundary nodes. In practice \( a_h \) is a parameter close to two, but greater than one (typically around 1.5). This criterion is coincident with the “alpha-shape” concept of Edelsbrunner and Shah (1996).

As soon as the boundary nodes are identified, the triangles/tetrahedra whose nodes (all nodes) belong to the boundary are erased. The boundary is thus defined by a polygon/polyhedron consisting of segments/faces defined by the boundary nodes.

At this point we described the main ingredients of the PFEM, namely the governing equations in the updated Lagrangian framework, the re-meshing and boundary recognition procedures. Table 1 summarizes the application of PFEM to the solution of a hydrodynamic problem.

Next we describe the rigid body model for the unmanned aerial vehicle (UAV).

3. Rigid body model for the UAV

In spacecraft dynamics one commonly stands between two choices: the first consists in developing the equations of motion modeling the spacecraft as a system of point masses (Chobotov, 1994); \( m_i, i=1\ldots n \) resulting in second order differential equations of motion complemented by \( n-1 \) distance constraints. Another option, that is widely used in practice consists in modeling the spacecraft as a rigid body, which is characterized by six degrees of freedom need to be taken into account. This leads to some implications related to the choice of the reference frame for formulating the governing equations of motion: Newton’s second law in the body-fixed rotating reference frame has a form different from the habitual (since rotating reference frames are not inertial). However, only six equations describe the motion, as the rigid body is usually represented by its center of mass. The rigid body model is chosen in this work as otherwise different discretizations would require re-computation of mass-point distributions and weights.

Rigid body governing equation: The motion of a rigid body can be characterized by six degrees of freedom (translation in three directions and rotation about the three axes). In the following we briefly review the rigid body formulation used in this work.

Equations of translational motion: We write the equations of motion in a body-fixed reference frame (which is not inertial). The translational equations of motion are based on the second law of Newton: \( F = \frac{\partial p}{\partial t} \) with the linear momentum of a rigid body defined as \( p = mv \) where \( v \) is the velocity of the gravity center of the rigid body.

To use the second law of Newton in a body-fixed rotating reference frame we need to define the map between the kinematic quantities in the inertial and rotating reference frames. Vectors remain invariants, while the relationship between the time derivatives in the inertial and rotating reference frames for a given vector \( \mathbf{x} \) reads

\[
\frac{d\mathbf{x}}{dt} = \frac{d\mathbf{x}}{dt}_b + \omega \times \mathbf{x} \quad (12)
\]

Indices ‘\( i \)’ and ‘\( b \)’ stand for “inertial” and “body” reference frames respectively, \( \mathbf{r} \) is the radius vector from the inertial origin to the origin of the rotating reference frame and \( \omega \) is the angular velocity of the body-fixed frame with respect to the inertial reference frame (Fig. 1).

The linear momentum of a rigid body in the inertial and body-fixed reference frames is identical as long as the rotating reference frame is located at the gravity center of the rigid body.

Applying Eq. (12) to the linear momentum (assuming that the body-fixed reference frame is located at the gravity center \( o \) of the rigid body) and using Newton’s second law we obtain the governing equation of translational motion, written for the rotating body-fixed reference frame:

\[
\tau_{\text{ext}} = |\partial p|_o = |\partial p|_o + \omega \times \rho = m\omega \mathbf{v}_o + \omega \times m\mathbf{v}_o \quad (13)
\]

Rotational equations of a rigid body motion: Rotational equations of motion for a rigid body can be easily derived from Euler’s law, stating that the change of angular momentum around the mass center is equal to the net applied moment about the mass center. We write it first in the classical inertial frame form as

\[
\omega = \frac{\mathbf{h} \times \mathbf{Q}}{m} \quad (14)
\]

where \( \mathbf{h} \) is the angular momentum about the mass center and \( \mathbf{Q} \) is the total applied moment about the mass center.

In the body-fixed reference frame located at the gravity center we can write \( \omega = \omega \times \mathbf{b} \) where \( \mathbf{b} \) is the tensor of second moment of inertia (constant in the body-fixed reference frame, which is one of the reasons why it is convenient to write the equations of motion in the body-fixed frame) and \( \omega \) is the angular velocity of the body-fixed reference frame \( \mathcal{F}_b \) with respect to the room-fixed frame \( \mathcal{F}_i \).

The second moment of inertia \( I \) is defined as

\[
I = \iint_B (r^2 - r \cdot \mathbf{b} \cdot r) \, dx \, dy \, dz \quad (15)
\]

with \( l \) being a \( 3 \times 3 \) identity tensor and \( \mathbf{b} \) is the body domain.

In a rotating reference frame \( \mathcal{F}_b \) Eq. (14) has the form (we again apply Eq. (12))

\[
\partial_t \mathbf{h} + \omega \times \mathbf{h} = \mathbf{Q} \quad (16)
\]

Since \( \mathbf{h} = I\omega \) and \( \partial_t I = 0 \) in the body-fixed frame Eq. (16) yields directly an expression for the angular acceleration:

\[
\dot{\omega} = -I^{-1} \omega \times I\omega + I^{-1} \mathbf{Q} \quad (17)
\]

If the principal reference frame is used, then the moment of inertia is diagonal and the matrix equation (17) can be expanded to obtain the standard version of Euler’s equations for the rotational motion of a rigid body as

\[
\begin{align*}
\dot{\omega}_1 &= \frac{I_3-I_2}{I_3} \omega_2 \omega_3 + \frac{Q_3}{I_3} \\
\dot{\omega}_2 &= \frac{I_3-I_1}{I_2} \omega_1 \omega_3 + \frac{Q_2}{I_2} \\
\dot{\omega}_3 &= \frac{I_1-I_2}{I_3} \omega_1 \omega_2 + \frac{Q_3}{I_3}
\end{align*}
\]

---

Table 1
Algorithm for solution of a hydrodynamic problem using PFEM

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Discretize the fluid with a finite element mesh</td>
</tr>
<tr>
<td>2.</td>
<td>Identify the external boundaries for the fluid (using alpha-shape technique)</td>
</tr>
<tr>
<td>3.</td>
<td>Solve the Lagrangian equations of motion for the fluid (fractional step technique in our case). Compute the relevant state variables: velocities, pressure and displacements</td>
</tr>
<tr>
<td>4.</td>
<td>Move the mesh nodes to a new position (according to the computed incremental displacement)</td>
</tr>
<tr>
<td>5.</td>
<td>Re-generate mesh for the fluid domain</td>
</tr>
<tr>
<td>6.</td>
<td>Go back to the next time step. Start solution from Step 2</td>
</tr>
</tbody>
</table>
where indices 1, 2, 3 refer to the directions of the principle axes of rotation.

The set of equations describing the motion of rigid body consists of equations describing translation (Eq. (13)) and three equations for the rotational motion (Eq. (17)). Determination of the primary variables (positions and rotation angles) is obtained by integrating these equations in time. This was done in this work using the same time integration scheme as the ones used for the fluid’s equations, which is justified for small time steps. Note that for time integration of the rigid-body equations in the presence of finite rotations there exist specialized quaternion-based schemes (Betsch and Siebert, 2009; Siebert and Betsch, 2008).

Incremental rotation matrix: As far as now we have defined a set of governing rigid body equations whose solution and integration (in time) shall provide us with the kinematic quantities of the rigid body.

We have decided to write the dynamic equations in the body-fixed reference frame as the ones used for the fluid’s equations, which is justified for small time steps. However such choice of reference frame requires transforming the external forces and moments (that are usually given in the room-fixed inertial reference frame) into the rotating body-fixed frame. Thus, a transformation matrix must be defined, mapping a vector or tensor quantity between \( F_b \) and \( F_i \). This necessitates special care: the difficulty arises from the fact that 3D rotations are generally not commutative (Argyris, 1982; Simo and Vu-Quoc, 1986; Ibrahimbegovic et al., 1995). The rotation matrix at time \( t_n \) is computed as a product of incremental rotation matrices:

\[
\mathbf{R}_{b}^{total} = \mathbf{R}_{b}^{incr} \circ \mathbf{R}_{b}^{total-1} = \mathbf{R}_{b}^{incr} \circ \mathbf{R}_{b}^{incr-1} \circ \mathbf{R}_{b}^{incr-2} \cdots \mathbf{R}_{b}^{incr}
\]

(21)

with the incremental rotation matrix \( \mathbf{R}_{b}^{incr} \) (corresponding to the rotation increments \( \delta \theta_x, \delta \theta_y \) and \( \delta \theta_z \) at time \( n \) about the room-fixed axes \( x, y \) and \( z \)) defined as

\[
\mathbf{R}_{b}^{incr} = \begin{pmatrix}
\cos \delta \theta_x \cos \delta \theta_y + \sin \delta \theta_x \sin \delta \theta_y \cos \delta \theta_z & -\cos \delta \theta_x \sin \delta \theta_y + \sin \delta \theta_x \cos \delta \theta_z & \\
\sin \delta \theta_x \cos \delta \theta_y + \cos \delta \theta_x \sin \delta \theta_y \cos \delta \theta_z & \cos \delta \theta_x \sin \delta \theta_y + \sin \delta \theta_x \cos \delta \theta_z & \\
-\sin \delta \theta_y & \cos \delta \theta_y & 
\end{pmatrix}
\]

(22)

where \( s \) and \( c \) stand for sinus and cosine functions respectively.

Using the rotation matrix we can obtain the necessary transformation between \( F_b \) and \( F_i \). Thus a vector \( a \) in the room-fixed reference frame turns into \( \mathbf{R}_{b}^{total} \mathbf{a} \) in the body-fixed reference frame at time \( t_n \).

The skin: The “skin” of a rigid body in the context of a numerical implementation is a set of the surface nodes resulting from the spatial discretization. Location of a node \( A \) of a rigid body is determined by a vector \( r_{ba} \) in the body fixed reference frame (which does not change). However, the position of a node \( A \) in the room-fixed inertial reference frame is \( r_{ba} = r_{b}^{total} \). (note that super-indices “\( i \)” and “\( b \)” are used to distinguish between the reference frames). The first term is the position of body-fixed frame origin usually placed at the mass center of our rigid body. The second term reflects the above-explained rotation transformation.

The computation of the variables at the nodes of the rigid body “skin” is essential for the interaction, as it permits definition of the “external forces” at nodes acting upon the fluid at contact.

4. Strongly coupled FSI involving an incompressible fluid and a rigid body

The most standard and straightforward way of treating FSI problems in partitioned fashion is the Dirichlet–Neumann coupling. This technique relies on independent solution of the fluid and the solid and accounting for the interaction by exchanging the boundary conditions. The fluid sub-problem is supplemented with Dirichlet boundary conditions (ensuring continuity of velocities) and the structural problem takes into account the fluid pressure in the form of Neumann boundary conditions (ensuring continuity of stresses).

Table 2 displays the algorithm for the standard Dirichlet–Neumann FSI coupling in conjunction with the introduced fractional step method.

Generally, Dirichlet–Neumann couplings work well as long as one deals with solids undergoing small deformations and the solid is much heavier than the fluid. As in our case, if the solid has a light weight we must apply additional technique in order to ensure the coupling convergence. For the standard Dirichlet–Neumann technique the convergence problems originate from the computation of fluid pressure (sub-step 4a in Table 2). When computing the fluid pressure according to the pressure Poisson equation (10) we get a numerical scheme (solution of the pressure equation) so as to account for the effect of the velocity of the structure upon the fluid pressure (Idelsohn et al., 2009). The modified equation (10) can be written as (we omit stabilization terms for the sake of simplicity)

\[
\nabla \mathbf{p} = \mathbf{L} (\mathbf{p}_{n+1} - \mathbf{p}_n)
\]

(23)

where the modified Laplacian is defined as

\[
\mathbf{L} = \mathbf{L} + \mathbf{L}_f = \mathbf{D}^{-1} \mathbf{M}^{-1} \mathbf{G} + \mathbf{D} \mathbf{M}^{-1} \mathbf{G}_f
\]

(24)

In Eq. (24) \( \mathbf{D}, \mathbf{G}, \) and \( \mathbf{M}_f \) stand for the divergence, gradient and mass matrices respectively corresponding to the fluid–structure interface. For the rigid body the mass matrix is defined by associating to every point of the rigid body skin a fraction of the total mass corresponding to the total number of nodes. Thus, the introduced interface Laplacian \( \mathbf{L}_f = \mathbf{D}_f \mathbf{M}_f^{-1} \mathbf{G}_f \) accounts for the effect of the structural motion (inertia) upon the fluid. As the density of the solid (and thus the entries of the mass matrix of the solid) diminishes, its inverse becomes larger and the influence of the interface Laplacian grows.

The introduced modification ensures convergence, while without it the solution is found to be unstable. The detailed derivation of the introduced technique on the basis of the original monolithic FSI system as well as additional modifications in the case of flexible structures are given in Rossi et al. (2011) and Idelsohn et al. (2009).
The computational mesh size of 0.01 m was used for both the wedge and water. A wedge, originally located 0.61 m above the still water surface descends due to gravity. The acceleration in the vertical direction is measured. It is adimensionalized as $a = \dot{y}/g$ where $g$ is the gravitational acceleration.

One can see in Fig. 4(b) that the impact takes place at 0.35 s, which is in perfect agreement both with the experimental results and the numerical tests obtained using a Smooth Particle Hydrodynamics (SPH) technique (Oger et al., 2006). The peak acceleration at the moment of impact is approximately 12 adimensional units, which matches well the experimental value and is slightly lower than the one obtained using SPH. Similar to the SPH results, we cannot reproduce the deceleration slope from 0.350 to 0.355 s as the air was not included in the model.

### 5.2. Study of the sea-landing of a UAV

The objective of this work was to model the sea impact of the UAV as well as to analyze the subsequent floating of the capsule. Fig. 5 shows a schematic view of the geometry. The aim of the first phase was to estimate the accelerations due to the impact and to get qualitative insights into the motion of the capsule for different angles of attack. For the analysis of the impact, floats were not considered. The vehicle is designed in a way that the floats get inflated after the impact, i.e. at the moment when danger of sinking appears. The second phase was devoted to the analysis of the acceleration evolution of the capsule.

Properties of the capsule: For all the analysis cases below the following properties of the vehicle were taken:

- **Volume** $V = 7.70 \text{ m}^3$.
- **Mass** $m = 1710 \text{ kg}$.
- **Center of gravity** : $(1.822, -0.0039, -0.1179)$.
- **Inertia tensor**:

  $$ I = \begin{pmatrix}
  492 & 0.0 & 0.0 \\
  0.0 & 2247 & 0.0 \\
  0.0 & 0.0 & 2358
  \end{pmatrix} $$

The off-diagonal moments were negligible. The body-fixed reference frame system was located at the center of gravity of the vehicle. The position of the gravity center was counted from the point indicated in Fig. 5, x-axis being oriented along the longitudinal axis of the vehicle.

Water was modelled as an incompressible fluid using the PFEM. The fluid domain had a half-cylindrical shape, with length of 10 m in the x direction, and a 180° circular segment cross-section with a radius of 5 m. Water was discretized using 800,000 linear tetrahedral elements.

**Impact simulation:** The first task concerned with the modelling of the impact of the vehicle against the initially still water surface. The capsule was considered impermeable and therefore constant
inertia properties were assumed. The main point of interest was the estimation of the maximum accelerations/forces exerted upon the vehicle during the impact as well as the stability of the vehicle (possibility of the flip-over). Several impact scenarios regarding initial velocity and orientation were considered. We reproduce here the results corresponding to the rear and lateral impact corresponding to the angle of attack (i.e. the angle between the longitudinal axis of the vehicle and the water surface) of 19°. This angle of attack was proposed by the industrial partner. In what follows these two cases will be referred to as “rear19” and “lat19”, respectively. The initial descent velocities were \( v_{x0} = 10 \text{ m/s} \) and \( v_{z0} = -6 \text{ m/s} \). At time \( t = 0.0 \text{ s} \) the capsule was situated at \( z_0 = 3 \text{ m} \) above the water surface. All the results are given in the global (room-fixed) reference frame. A series of snap-shots showing the rear19 and lat19 impact scenario is presented in Fig. 6.

Rear19: Impact occurs at \( t = 0.6 \text{ s} \), that is at the point of time when the horizontal and vertical velocities are \( v_x = 10 \text{ m/s} \) and \( v_y = -10 \text{ m/s} \), respectively. Fig. 7 depicts velocities and accelerations for the case Rear19. The maximum acceleration of the capsule during the impact is reached between 0.5 and 0.6 s and is equal approximately to \( 7g \), where \( g \) is the acceleration due to gravity. In Fig. 7 one can see high frequency fluctuations of the acceleration. We believe that these are non-physical and can be considered “numerical noise”.

Lat19: In the case of lateral impact flip-over takes place, rendering this case as potentially dangerous. This can be seen in Figs. 6 and 8. One can see that at the end of the simulation (\( t \approx 3 \text{ s} \)), the capsule turned by 280° around the global vertical axis \( z \). This corresponds to 5.5 rad.

The velocity and acceleration evolution is presented in Fig. 9. Impact starts at around 0.6 s, with velocities \( v_x = 10 \text{ m/s} \), \( v_y = -10 \text{ m/s} \). At the moment of impact the velocity component \( v_y \) that was initially zero begins to develop and becomes zero again once the flip-over is complete. Maximal vertical acceleration due to impact of \( \approx 80 \text{ m/s}^2 \) is exhibited at \( t = 0.65 \text{ s} \).

The impact accelerations predicted by the present method resulted to match the expected load ranges stated by the industrial partner.

Floatability analysis: A floatability analysis of the capsule equipped with inflatable balloons defined the second stage of
Fig. 6. Rear and Lateral impact at two time instances. (a) Rear: 0.0 s. (b) Rear: 1.6 s. (c) Lat: 0 s. (d) Lat: 1 s. (e) Lat: 1.6 s. (f) Lat: 2.0 s.

Fig. 7. Rear19: velocities and accelerations.

Fig. 8. Lateral impact: translations and rotations.

Fig. 9. Lateral impact: velocity and acceleration.
analysis. Here, the possibility of water penetration was included. The aim of this analysis was to

1. determine if the volume of the designed floats was sufficient for sustaining the capsule at the water surface;
2. estimate the forces acting upon the floats.

Each float was connected to the capsule at four attachment points modelled as rigid connections. The leakage was not simulated directly, instead, the critical volume of water that can enter into the capsule was estimated and taken into account by appropriate changes of the mass, center of gravity and the moments of inertia of the capsule.

Scenarios: The capsule with the floats is initially immersed in water as displayed in Fig. 10.

In order to find the equilibrium position of the capsule in scenarios with water being accumulated at different parts of the capsule, 3 configurations were chosen for the analysis: water accumulated (a) in the front, (b) in the rear, (c) in the lateral part of the capsule. It was assumed that the space between the external panel and internal housing of the capsule is completely filled with water.

The equilibrium positions obtained in the case of rear and lateral water accumulation are depicted in Fig. 11.

For the sake of brevity we present detailed information of the load evolution for one symmetrical (rear water accumulation) and one non-symmetrical (lateral water accumulation) case only. Fig. 12 represents the temporal evolution of the forces acting on the first and the second floats respectively (due to the symmetry, results for floats N3 and N4 are equivalent to those of N1 and N2 respectively, see Fig. 5).

In the case of accumulation of water at the rear part of the vehicle, only rear floats (N1 and N3) are heavily loaded (see Fig. 12). The maximum force in vertical direction of value \( f_z = 4.2 \text{kN} \) is exerted upon the rear float at \( \approx 1.5 \text{s} \). Maximum forces in \( x \) and \( y \) directions amount to 1.8 kN and 0.5 kN respectively. Forces exerted upon Floats 1 and 3 reach at most 0.5 kN and are negligible.

Fig. 13 represents the temporal evolution acting on the first and the second floats respectively. The floats N3 and N4 in this case undergo much lighter loadings and thus are of no interest in the analysis.

Fig. 13 shows that under the assumption of water accumulation at the side of the vehicle both floats N1 and N2 undergo considerable loading. The maximum force in vertical direction of value \( f_z = 5 \text{kN} \) is exerted upon floats 1 and 2 at \( \approx 1.5 \text{s} \). Maximal forces in \( x \) and \( y \) directions amount to 3 kN and 0.5 kN for the rear float (Float1); 3 kN and 1.5 kN for the front float (Float2), respectively. Forces exerted upon Floats 1 and 3 are negligible.

In all the analyzed cases there exist no danger of sinking and no tendency to flipover was found.
6. Summary and conclusions

In this paper we have developed a formulation for the study of sea-landing of the air vehicles using PFEM. The PFEM and the rigid-body model developed were used in conjunction with a partitioned strategy for the simulation of a challenging industrial FSI problem, namely the sea-landing of a vehicle. The Dirichlet–Neumann coupling strategy was used, enriched by introducing the interface FSI Laplacian accounting for the motion of the structure in calculation of the fluid pressure, and thus capturing the local pressure wave at the fluid–structure interface.

The impact accelerations predicted by the present method are within the expected load ranges stated by the industrial partner. The simulations performed demonstrated that the existing float design ensures that the vehicle remains on the water surface in spite of the water accumulated inside. Depending on water accumulation in the vehicle the maximum load exerted upon the floats were found to be 54–6 kN. In either of the three assumptions of water accumulation (front, rear, lateral) only two floats out of 8 actually undergo considerable loading. It was observed in all the simulated cases, that none of them is flip-over prone. This is the floats assure not only floatability, but also stability of the capsule.
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